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Central Bank Objectives, Monetary Policy Rules, 
and Limited Information 

Jonathan Benchimol 
 

Abstract 

Since the Global Financial Crisis, a lively debate has emerged regarding the monetary 
policy rule the central bank of a small open economy (SOE) follows and should follow. 
By identifying the monetary policy rule that best fits historical data and minimizes 
central bank loss functions, this study contributes to this debate. We estimate a 
medium-scale micro-founded SOE model under various monetary policy rules using 
Israeli data from 1994 to 2019. Our results indicate that the model achieves a better fit 
to historical data when assuming inflation targeting (IT) compared to nominal income 
targeting (NGDP). Given central bank goals, shock uncertainty, and limited 
information, NGDP targeting rules may have been more desirable over the last three 
decades than IT rules. 

 

 הבנק המרכזי, כללי מדיניות מוניטרית ומידע מוגבליעדי 

 יונתן בן שימול

 

 תקציר

מאז המשבר הפיננסי העולמי, התפתח דיון סוער בנוגע לכלל המדיניות המוניטרית בו נוקט, וצריך לנקוט, בנק 
מרכזי של כלכלה קטנה ופתוחה. מחקר זה תורם לדיון המוזכר על ידי זיהוי כלל המדיניות המוניטרית 

כזי. לשם כך, אנו אומדים המתאים ביותר לנתונים ההיסטוריים וממזער את פונקציות ההפסד של הבנק המר
יסודות מיקרו למשק קטן ופתוח תחת כללי מדיניות מוניטרית שונים, תוך  מודל בקנה מידה בינוני המבוסס

. תוצאותינו מראות שתחת ההנחה של יעדי אינפלציה 2019-ל 1994שימוש בנתוני המשק הישראלי בין השנים 
אה ליעד תוצר נומינלי. בהינתן מטרות הבנק המרכזי, המודל מתאים טוב יותר לנתונים ההיסטוריים בהשוו

הוודאות לגבי זעזועים והמידע המוגבל שבפניו, ייתכן שכללי יעד תוצר נומינלי היו רצויים יותר במהלך -אי
 .שלושת העשורים האחרונים לעומת כללי יעד אינפלציה



1 Introduction

The aftermath of the global financial crisis (GFC) prompted a spirited discourse
among economists concerning the objectives and monetary policy rules central
banks should adopt to stabilize economies.1 The GFC witnessed a decline in
nominal interest rates, leading to agents being ensnared in liquidity traps, where
interest rates reached the lower boundwithout sufficiently stimulating economic
activity (Svensson, 2003a). Post-GFC, nominal interest rates in Israel and several
developed or emerging market economies frequently deviated from the paths
predicted by standard (Taylor, 1993) or augmented Taylor-type rules (Kazinnik
and Papell, 2021).
This study endeavors to evaluate the timing and implications of these de-

viations. To this end, we employ the MOdel for the ISraeli Economy (MOISE)
model (Argov et al., 2012) with various monetary policy rules over the past three
decades to identify the rule that best aligns with Israeli economic dynamics. Fol-
lowing previous ex-post evaluations of monetary policy decisions for Israel (Ar-
gov et al., 2015), we adopt an empirical perspective to assess alternative mone-
tary policy rules for Israel from 1994 to 2019. Our findings indicate that an infla-
tion targeting (IT) monetary policy rule, encompassing real output (RGDP) gap,
exchange rate, and micro-founded natural interest rate targets, best fits Israeli
economic dynamics over the last three decades. Despite Israel being a small open
economy (SOE), our results show that IT and nominal income (NGDP) targeting
rules not specifically targeting the exchange rate showcase commendable data
fitting and alignment with central bank objectives. Considering central bank ob-
jectives and data constraints, our results highlight the superiority of NGDP level
targeting across various shocks and loss functions, particularly under conditions
of limited information.
Decades before the GFC, a consensus emerged around the importance of cen-

tral banks adhering to well-defined policy rules (Ricardo, 1824; Lohmann, 1992),
emphasizing both clear and appropriate monetary policy rules (Taylor, 1993) and
flexible IT (Svensson, 1999a). However, criticisms have surfaced, suggesting that
NGDP targeting might better serve central banks’ objectives and mandates (Mc-
Callum and Nelson, 1999). Several reasons support the pursuit of IT policies,
such as providing an anchor for public expectations (Bernanke and Mishkin,
1997) and facilitating long-term contracts due to their more frequent and eas-
ily measurable nature than output or nominal income (Svensson, 1999b). Pub-
lic debates, exacerbated by the GFC, have questioned the relevance of the IT

1See Hendrickson (2012), Frankel (2014), Sumner (2014, 2015), Belongia and Ireland (2015),
McCallum (2015), among others.
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framework. Criticisms include central banks relying on IT, neglecting asset-price
bubbles, and failing to respond adequately to supply and terms of trade shocks
(Bhandari and Frankel, 2017).
Bernanke and Mishkin (1997) explore whether NGDP growth or level is a

superior target to inflation, contending that the public’s better understanding
of inflation makes it a more viable target. However, others argue their quasi-
equivalence under certain circumstances (Koenig, 1996). The challenges associ-
ated with measuring inflation and the output gap, which are difficult to compre-
hend for both households and economists, pose obstacles to the IT rule (Kiley,
2013). Despite these challenges, our study emphasizes that most agents think
in nominal terms, especially when inflation is low, supporting the proposition
that targeting NGDP (level or growth) enhances contract certainty. Nevertheless,
the assumption of nominal reasoning weakens when inflation is high, leading to
substantial real losses (Diamond et al., 1997).
The auto-correction mechanism of NGDP targeting also helps to moderate

business cycle fluctuations. For example, policymakers gain flexibility by setting
a target for NGDP growth of 5%, composed of RGDP growth and inflation. If
RGDP growth falls to 2%, policymakers can let inflation raise to 3% to achieve the
target, potentially stimulating economic activity through increased purchases. In
contrast, conventional IT presents a challenge during supply shocks like oil price
spikes, where stabilizing economic activity can worsen inflation and vice versa.
NGDP targeting rules consider both inflation and economic activity, offering a
possible solution by balancing these opposing influences on NGDP.
Our study compares IT and NGDP rules using the MOISE model, a medium-

scale micro-founded SOE dynamic stochastic general equilibrium (DSGE) model
calibrated and estimated using Bayesian techniques for the Israeli economy. This
allows us to determine the targeting regime that best aligns with the Bank of
Israel’s monetary policy decisions and assess the effectiveness of these targeting
rules in terms of central bank loss according to the available information set.
The MOISE model’s micro-foundations, linking parameters and shocks to

deeper structural parameters, offer a theoretical framework particularly valu-
able in cases with limited data. This linkage enhances the model’s suitability for
policy analysis, providing a measure of welfare through the utility of agents in
the economy (Woodford, 2003). We model a spectrum of central bank loss func-
tions aligned with monetary policy committee discussions and practical central
bank objectives, offering insights into policy perspectives more relevant for pol-
icymakers in practice (Benchimol and Fourçans, 2019). Our results indicate that
interest rate decisions in Israel followed an IT rule over the last three decades un-
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der full information. However, NGDP level rules emerge as the most desirable
regime for interest rate decisions and Israeli economic dynamics. Specifically,
NGDP level targeting rules combined with exchange rate and natural interest
rate targets are most effective at minimizing central bank loss functions under
limited information.
The remainder of this study is organized as follows. Section 2 succinctly de-

scribes the MOISE model and its monetary policy rule. Section 3 presents some
empirical intuition about theMOISE andNGDP rules. Section 4 defines themod-
els used in the empirical methodology (Section 5). Section 6 determines which
monetary policy rule best fits historical data, and Section 7 discusses the esti-
mated rule coefficients. Central bank loss measures are presented in Section 8,
Section 9 draws some policy implications, and Section 10 concludes the study.

2 The MOISE model

The Bank of Israel developed the MOISE model to support monetary policy for-
mulation and macroeconomic forecasting. Based on large-scale models used by
central banks like the area-wide models of the European Central Bank (Fagan
et al., 2005; Christoffel et al., 2008), MOISE is used for monetary policy analysis
and economic out-of-sample forecasting of the Israeli economy.2 MOISE incor-
porates modifications and extensions reflecting the unique characteristics of the
Israeli economy to improve the model’s fit with Israeli data (Argov et al., 2012).
The MOISE model features three types of economic agents: households that

decide howmuch to consume, invest, work, and at what wage; monopolistically
competitive (domestic, foreign, exporters) firms of several types in the produc-
tion sector that hire and employ workers and capital, and decide how much to
produce and at what price to sell their products; and a central bank that de-
termines the nominal short-term interest rate. Additionally, the model features
several real frictions, including habit formation in consumption and adjustment
costs in investment.
The monetary policy rule used in the original MOISE model is inspired by

Argov and Elkayam (2010). Argov et al. (2012) generalize a Taylor (1993) type
rule, with standard modifications following monetary policy rules used in other
large-scale SOE models (Adolfson et al., 2007; Christoffel et al., 2008). The nom-
inal interest rate in the MOISE model follows an IT rule augmented with the
forward interest rate, average forward-looking inflation rate (central bank infla-
tion rate), and nominal depreciation targets. In terms of log-linear deviations

2The Bank of Israel’s Research Department publishes staff forecasts four times a year.
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from the deterministic steady-state, the policy rule used in the MOISE model is

r̂t = (1 φR)
hbrr f wdt + bπt + φΠ π̂CBt bπt + φyŷGAPt + φ∆S∆St

i
+ φRr̂t 1 + η

R
t ,
(1)

where monetary policy reacts to the forward 5-10 years expected real interest
rate, brr f wdt , central bank targeted inflation measure, π̂CBt is the central bank in-
flation rate,3 the time-varying inflation target4 bπt, the output gap, ŷGAPt , and
nominal depreciation growth (Adolfson et al., 2008; Argov and Elkayam, 2010),
∆St. The policy shock, ηRt , follows a white noise process. φR, φΠ, φy, and φ∆S are
the weights on the interest rate smoothing, the inflation gap, the output gap, and
the nominal depreciation, respectively.
Empirical as well as theoretical findings motivate the direct response of inter-

est rate policy to nominal depreciation and the response to both historical and
expected inflation (Argov and Elkayam, 2010). Therefore, the central bank reacts
to the following forward- and backward-looking average inflation measure in
MOISE, given by

π̂CBt =
1
4
π̂Ct 2 + π̂

C
t 1 + π̂

C
t +Et

h
π̂Ct+1

i
, (2)

where π̂Ct is the domestic CPI inflation and Et [.] is the rational expectation oper-
ator.5

The rest of the MOISE model is described in Argov et al. (2012). In this paper,
we do not alter the structure or parameter calibration of the MOISE model, and
focus solely on varying the monetary policy rule. To facilitate understanding, we
use the same notations as in Argov et al. (2012).
Eq. 2 is used in Section 3. To focus on standard IT monetary policy rules, only

rules considering contemporaneous IT are used in the rest of the paper (Section
4). Nevertheless, even if this average IT feature is included in themonetary policy
rules, our results hold.6

3 Empirical Intuition

This section provides some stylized facts and intuition about the performance of
IT and NGDP targeting rules for monetary policy in Israel.

3See Eq. 2.
4See Eq. 55 in Appendix A.6.
5A different version of this rule is also available in Eckstein and Segal (2010).
6Additional results are available upon request.
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3.1 Flexible Inflation Targeting

The literature touts the merits of IT for several reasons (Svensson, 2003a, 2010):
the clear inflation anchor they provide,7 the economic stability they presumably
preserve,8 and their global credibility.9

This section compares the IT monetary policy rule tailored to the Israeli econ-
omy (MOISE rule) with the well-known Taylor (1993) rule. Our focus centers on
evaluating the performance of IT rules in the context of monetary policy model-
ing for Israel.
Figure 1 compares two IT rules for Israel, the MOISE rule (Eq. 1) and the

Taylor (1993) rule, with the Bank of Israel’s interest rate.10

Figure 1 shows that deviations of the MOISE rule from the effective nominal
interest rate around the dot-com crisis and after the GFC are significant in terms
of policy–several times more than 25 basis points. On average, the Taylor rule
has lower root mean square errors than the MOISE rule.
These results are consistent with the Bank of Israel’s Annual Report.11 From

2007:Q2, the accuracy of predictions from both types of IT rules decreased. Thus,
the issue may not be the calibration of a particular IT rule but the variables them-
selves, namely, the consideration of variables such as forward rates, nominal de-
preciation, or the output gap.
In addition, the MOISE rule (Eq. 1) may be misunderstood by the public and

does not often match the Bank of Israel’s monetary policy decisions or objectives.

During the period preceding the financial crisis, the interest rate rule
accurately describes the path of the actual interest rate, and that from the
outbreak of the global economic crisis in the beginning of 2008 onward a gap
appears between them although their fluctuations remained correlated. It ap-
pears therefore that during the period of the global economic crisis, monetary

7IT fosters stable inflation expectations, key for long-term growth.
8IT prevents both high and low inflation, supporting businesses and consumers.
9IT’s transparency, flexibility, and widespread adoption enhance its effectiveness. Moreover,

the inflation rate is more well-measured and known by the public or entrepreneurs than NGDP.
10In Figure 1, brr f wdt is computed identically for both rules, such as:

brr f wdt = 100

0B@ 1+ r10yt /100
10

1+ r5yt /100
5

1CA
1/5

1 (3)

where r10yt and r5yt are the zero-coupon 10 and 5 years real interest rates, respectively.
The output gap is computed as the deviation of output from its Hodrick-Prescott (HP) trend

(Kiley, 2013). The historical values of the inflation target, bπt, and the other data sources are from
the Bank of Israel.
11Chapter 3, Figure 3.9, p. 102, Annual Report, Bank of Israel, 2012.
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Figure 1. MOISE IT Rules and the Interest Rate
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Notes: The values are in percentage. In this figure, we use a standard calibration for the MOISE
rule (Argov et al., 2012): φR = 0.8, φΠ = 2.5, φy = 0.8, and φ∆S = 0.1. The Taylor rule follows
standard calibration such as: φR = 0.8, φΠ = 1.5, φy = 0.8, and φ∆S =0.

policy was conducted differently, affected by factors that are not included
in the interest rate equation—in particular, risk factors originating in the
global economy and expectations of their future moderating effect on the Is-
raeli economy led to a lower rate of interest than that dictated by the equation
(Annual Report, Bank of Israel, 2012, Chapter 3, pages 102-103).

In closed-economymodels, monetary policy rules usually target inflation and
output gaps. Since the exchange rate influences the interest rate in SOEs, we test
whether the Bank of Israel targeted the exchange rate (nominal depreciation),
among other variables (Taylor, 2001). The exchange rate influences the inflation
rate and the output gap through its pass-through effect (Ball, 1998; Taylor, 2001;
Batini et al., 2003). In addition, including the exchange rate in the IT rule can
significantly alter the inflation and output dynamics after specific shocks (Cara-
iani, 2013). For emerging countries’ central banks, an IT rule augmented with
an exchange rate-related variable is useful (Filardo et al., 2011), but may be less
relevant for a developed country like Israel.
In this paper, we also examine whether the Bank of Israel targets real output

growth (∆ŷt) rather than the real output gap (ŷGAPt ). Most of the rules considered
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in the current debates on monetary policy rules assume that potential output, a
necessary component of the output gap, is observable in real-time by the central
bank. Many also assume that the natural rate of interest is observable. One ar-
gument supporting NGDP targeting rules is that targeting deviations of NGDP
from a fixed growth rate or levels path does not require the central bank to esti-
mate the output gap. Considering additional rules independent of the potential
output or natural interest rate would be interesting. To this end, we also analyze
rules targeting output growth and the micro-founded natural interest rate.
Of course, these rules may not deliver performance on par with what can

be achieved under rules assuming that the Bank of Israel can observe real-time
potential output and natural interest rate without error. It would be interesting
to identify which rule would best describe the Bank of Israel’s actual historical
decisions, as well as which rule would yield the best performance within this
more highly constrained class.
In light of variable targets, forward-looking IT rules seem to provide a reason-

able description of the central bank’s behavior in Turkey and Israel, even if only
two response variables are included in the rule, such as deviation from the in-
flation target and output gap. There are other variations of augmented IT rules,
responding to money growth, real exchange rate, and deviation of the real ex-
change rate from equilibrium. These variables do not appear to be significant in
these countries (Yazgan and Yilmazkuday, 2007).
Over the last decades, the primary central bank objective has become the in-

flation target, while the exchange rate has become a secondary indicator variable
set by the market. Crucially, as inflation targets become more credible than other
targets and exchange rate flexibilities increase, the extent of exchange rate pass-
through to prices is likely to decrease over time (Leiderman and Bar-Or, 2002).
Therefore, we test various monetary policy rule alternatives, as well as NGDP
rules without the exchange rate or the output gap.

3.2 NGDP Targeting

In this subsection, we provide insights into the performance of NGDP growth
and level targeting rules for monetary policy modeling in Israel. Targeting a
nominal value is essential for stabilizing expectations more effectively (Eusepi
and Preston, 2010; Honkapohja and Mitra, 2020), but not all agree on the choice
of target variables. Some suggested central banks target a price level rather than
targeting an inflation rate and use monetary policy instruments to achieve it in
the medium term (Kahn, 2009). In fact, even if IT stabilizes inflation, it does not
compensate for the years when it did not achieve its target and agents continue to
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face uncertainty about future general price levels. Price level targeting removes
that uncertainty, encouraging businesses and companies to spend more when
activity is low andmanage their investments more effectively over the long term.
In low inflation periods, generating positive inflation expectations would allow
negative nominal interest rates to persist, thereby encouraging agents to invest
more.
Sumner (2014) and proponents of market monetarism recommend that central

banks target NGDP. In order to prevent the economy from entering a recession
in nominal terms, the monetary authority could aim for 5% NGDP growth to
stimulate aggregate demand effectively. If the central bank fails to generate 5%
NGDP growth in one year, it can always catch up in subsequent years. If the
Fed had targeted NGDP during the GFC, it would have eased monetary policy
and deployed more unconventional measures more rapidly (Sheedy, 2014). By
allowing the economy to grow faster out of recession and for NGDP to return
to pre-GFC levels, the monetary authority would also be able to stimulate the
recovery more effectively (Sumner, 2014, 2015).
For illustration purposes, we use a simpleNGDP targeting rule structure such

as:
r̂t = (1 φR)

hbπt + φnNGDPti+ φRr̂t 1, (4)

where NGDPt and φn are the growth (or the level) of NGDP, and the associated
weight, respectively (Rudebusch, 2002; Benchimol and Fourçans, 2019).
Figure 2 compares NGDP growth and level targeting rules.12

Figure 2 shows that the two rules performed similarly from 2000:Q1 to 2007:Q2.
The NGDP level targeting rule better fits the interest rate path than the NGDP
Growth targeting rule from 2007:Q3, and the differences are sometimes signifi-
cant from a monetary policy perspective–larger than 25 basis points.
In contrast to NGDP growth rules, the NGDP rule reacts to the NGDP gap,

i.e., the difference between NGDP and the HP trend obtained with a standard co-
efficient of 1600 for quarterly data (Hodrick and Prescott, 1997). This NGDP level
rule reproduces the Bank of Israel’s monetary policy decisions more accurately
than IT rules after the GFC.
Figure 2 displays the dynamics of the nominal interest rate, which never

reached the zero lower bound (ZLB), being always above 0.1%.
Figure 3 compares the IT rule as in MOISE (Eq. 1) with the NGDP level rule

12In Figure 2, the NGDP growth is calculated as the difference between the 4-quarter log devi-
ation of NGDP and the 4% target, normalized at quarter frequency. The NGDP level is defined
as in the literature (Koenig, 1996; McCallum and Nelson, 1999; Rudebusch, 2002; Hendrickson,
2012), i.e., the deviation of the NGDP from its HP trend. The historical values of the inflation
target, bπt, and the other data sources are from the Bank of Israel.

10



Figure 2. NGDP Targeting and the Interest Rate
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Notes: The values are in percentage. In this figure, we use a standard calibration for NGDP
growth and level targeting rules, φn = 1.5 and φn = 0.5 , respectively (Rudebusch, 2002; Benchi-
mol and Fourçans, 2019). The calibration of the smoothing parameter is as before (φR = 0.8).

(Eq. 4).
From 2002:Q3 to 2003:Q1, and from 2004:Q1 to 2006:Q2, the IT rule better fits

the Bank of Israel’s monetary policy decisions than the NGDP level targeting
rule. Outside these short periods, Figure 3 shows that the NGDP level targeting
rule better fits the Bank of Israel’s interest rate decisions than theMOISE rule (IT).
This can be interpreted as evidence for weight changes in one of the rules, regime
changes (Second Intifada, Israel–Hezbollah War), or changes in the economic
structure that made one rule unable to fit all the states of the economy.
These intuition do not provide a sufficient basis for prescribing a rule for

monetary policy conduct. To account for central bank objectives, the various do-
mestic and foreign shocks hitting the economy, and to match the overall model
to economic dynamics, we adopt the DSGE perspective described below.

4 The Models

In this study, theMOISEmodel (Argov et al., 2012, 2015) is used as the coremodel
and only the ad-hoc domestic monetary policy rule is replaced with a monetary
policy rule from Table 1. Several alternative rules are presented in this section
and despite their different formulations, they all include a smoothing process
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Figure 3. Inflation and NGDP Targeting
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Notes: The values represent the difference in the errors between the MOISE rule and the NGDP
level targeting rule in percentage points to the effective interest rate. The NGDP level targeting
rule better fits the path of the interest rate than the MOISE rule when the bar is negative. A
positive bar indicates the superiority of the MOISE rule (IT).

that captures the rule-specific degree of interest rate smoothing.
Table 1 presents the monetary policy rules used in this study. To make these

rules correspond to the literature, we consider inflation and price variables ex-
tracted from the GDP deflator (π̂Yt and pYt ) and the CPI (π̂

C
t ) for NGDP and IT

rules, respectively. All the data and variables are calculated as in Argov et al.
(2012).
Appendix A describes the core MOISE model. The monetary policy rule is

intricately linked to the first-order condition associated with domestic bonds, es-
tablishing the connection between the nominal interest rate and the dynamics of
domestic debt markets. The risk-adjusted Uncovered Interest Parity (UIP) con-
dition also plays a pivotal role, demonstrating how exchange rate considerations
and risk adjustments are related to interest rate decisions. Furthermore, mone-
tary policy is also related to the interest rate on working capital. These are the
main direct connections of the model to the monetary policy rule.

4.1 NGDP Targeting Rules

Rule 1 targets the NGDP growth π̂Yt bπt + ∆ŷt , the nominal deprecia-
tion (∆St), and the forward-based natural interest rate (brr f wdt + bπt).
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Rule 2 targets the NGDP growth, the nominal depreciation, and the model-
based natural interest rate (r̂nt + bπt), where r̂nt is the real interest rate that
would prevail under flexible prices (Galí, 2015). Because of the log form of
the utility function used in MOISE, technology shock differences from t+ 1
to t can represent this natural interest rate.

Rule 3 targets the NGDP growth and the forward-based natural interest
rate.

Rule 4 targets the NGDP growth and the model-based natural interest rate.

Rule 5 targets the NGDP level pYt + ŷ
GAP
t , where GDP deflator inflation

π̂Yt = pYt pYt 1, the nominal depreciation, and the forward-based natural
interest rate.

Rule 6 targets the NGDP level, the nominal depreciation, and the model-
based natural interest rate.

Rule 7 targets the NGDP level and the forward-based natural interest rate.

Rule 8 targets the NGDP level and the model-based natural interest rate.

4.2 Inflation Targeting Rules

Rule 9 targets the inflation gap π̂Ct bπt , the output growth (∆ŷt), the
nominal depreciation (∆St), and the forward-based natural interest rate
(brr f wdt + bπt).
Rule 10 targets the inflation gap, the output growth, the nominal deprecia-
tion, and the model-based natural interest rate.

Rule 11 targets the inflation gap, the output growth, and the forward-based
natural interest rate.

Rule 12 targets the inflation gap, the output growth, and the model-based
natural interest rate.

Rule 13 targets the inflation gap, the output gap (ŷGAPt ), the nominal depre-
ciation, and the forward-based natural interest rate.

Rule 14 targets the inflation gap, the output gap, the nominal depreciation,
and the model-based natural interest rate.
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Rule 15 targets the inflation gap, the output gap, and the forward-based
natural interest rate.

Rule 16 targets the inflation gap, the output gap, and the model-based nat-
ural interest rate.

4.3 Summary

As indicated in Table 1 and explained above, there are four groups of rules. Rules
1 to 4 target the growth of the NGDP. Rules 5 to 8 target the level of the NGDP.
Rules 9 to 12 target CPI inflation and output growth, while rules 13 to 16 target
CPI inflation and the output gap.
Rules 1, 2, 5, and 6 are hybrid NGDP targeting rules that also respond to the

exchange rate. Flexible IT strategies are represented by rules 11, 12, 15, and 16,
and hybrid IT strategies by rules 9, 10, 13, and 14. Odd-numbered rules target the
forward-based natural rate, while even-numbered rules target the model-based
natural rate.
Since these rules are all ad hoc, they do not require modifications to the core

model. The models only differ from each other in their monetary policy rules.
Concerning NGDP level targeting rules (models 5 to 8), we add to the core model
and the monetary policy rule the definition of the price level, derived from π̂Yt =
pYt pYt 1, where p

Y
t represents the log-price deflator index at time t.

5 Methodology

5.1 Data

To estimate the MOISE models, we use 24 time series that reflect the economic
dynamics of the Israeli and foreign economies from 1994:Q1 to 2019:Q4.

Rate data: long run forward nominal rate abroad (5-10 years); long run
forward real rate (5-10 years); inflation target of the Bank of Israel; nominal
interest rate.

Price data: inflation in foreign price deflator; oil prices; nominal wage
growth; inflation in market-price GDP deflator; inflation in factor price (no
VAT and vegetables).

Production data: per capita RGDP growth; per capita real consumption
growth; per capita real investment growth (excluding inventories); ratio of
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the current account surplus to NGDP; per capita real government expendi-
tures growth; worked hours (log difference); employment rate; consump-
tion tax rate (VAT).

Open economy data: foreign nominal interest rate; foreign demand growth;
world import growth; inflation in export deflator (NIS terms); nominal
depreciation rate; per capita real export growth; per capita real import
growth.

These data are collected at the Bank of Israel and the Central Bureau of Sta-
tistics. Data detrending and transformations are the same as those detailed in
Argov et al. (2012).

5.2 Calibration

To maintain consistency across models for comparison purposes, we calibrate
all non-policy model parameter priors (i.e., except for the priors of the mone-
tary policy rules) according to Argov et al. (2012). For all rules, the prior for the
smoothing parameter, φR, is calibrated to 0.75. For the rules targeting the nomi-
nal depreciation rate (rules 1, 2, 5, 6, 9, 10, 13, and 14), the prior of the coefficient
φ∆S is calibrated to 0.2. For the rules targeting the NGDP growth (rules 1 to 4),
the prior for φn is calibrated to 1.5, and for the rules targeting the NGDP level
(rules 5 to 8), the prior for φn is calibrated to 0.5 (Rudebusch, 2002; Benchimol
and Fourçans, 2019). For the flexible IT rules (rules 9 to 16), the prior for φΠ is
calibrated to 2.5, and φy to 0.2, corresponding to the estimates of Argov et al.
(2012).

5.3 Estimation

The MOISE models are estimated using Bayesian techniques using the 24 macro-
economic series presented in Section 5.1 between 1994:Q1 and 2019:Q4.
To avoid undue complexity, we focus on analyzing the estimated parameters

of the different monetary rules presented in Section 7. The estimation results of
the other parameters are available in the Appendix B.
We achieve draw acceptance rates between 20% and 30% for each model and

each period, without customizing the tuning parameter on the covariance ma-
trix. Our results are obtained from the standard Metropolis-Hastings algorithm
with 200 000 draws of 2 parallel chains, where 100 000 draws are used for burn-
in.
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We compute the 12-period ahead point and mean forecasts using the Kalman
smoother to provide initial conditions for Monte Carlo simulations based on our
Bayesian estimations. For the point forecasts, we draw vectors of parameters
from the posterior distribution. To determine the initial condition of each vector
with the smoother, we simulate the model by adding Gaussian innovations for
the exogenous variables during the forecast. We obtain a posterior empirical
distribution of the forecasts, from which we can compute different moments.
The construction of mean forecasts follows the same approach except that future
innovations are set to zero (i.e., we do not draw future innovations according
to a normal distribution). The posterior distribution of the mean forecasts does
not incorporate the uncertainty arising from the shocks. In every draw for every
parameter vector, we draw parameters from the posterior distribution and iterate
on the state space. Finally, the mean is taken over the draws.13

In addition to full sample estimates (ET [Lt] where T is the full sample size
and Lt is our variable of interest at time t < T), we also compute limited in-
formation estimates that only use information up to the current date t for infer-
ence (Et [Lt]) and are computed at the posterior mean with the standard Kalman
smoother.

6 In-sample Fit

The in-sample fit is assessed to determine whether the estimated model fits his-
torical data. Table 2 shows the estimated logmarginal data densities. TheMetropolis-
Hastings-based sample of the posterior distribution is used to evaluate the mar-
ginal likelihood of the model, and we calculate the modified harmonic mean to
evaluate the integral over the posterior sample following Geweke (1999).
According to Table 2, the IT rule targeting the inflation gap, the output gap,

the nominal depreciation, and the model-based natural interest rate best fits the
historical data during the last three decades (rule 14). A rule targeting the infla-
tion gap, the output growth, and the forward-based natural interest rate is the
worst in terms of in-sample fitting (rule 11), as far as IT rules are concerned.
Among theNGDP rules group, the rule targeting theNGDP growth, the nom-

inal depreciation, and the model-based natural interest rate (rule 2) best fits the
historical data, whereas a rule targeting the NGDP level and the model-based

13This method is different from frequentist econometrics, where we iterate on the state space
equation for the single mean parameter vector to recover the forecast uncertainty related to the
future innovations (iteration on the covariance matrix of the innovations). The Bayesian ap-
proach considers the uncertainty related to the inference more easily (i.e., the posterior distribu-
tion of the parameters), especially if the model is nonlinear with respect to the parameters.
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Table 2. Log Marginal Data Density - Full Sample

Targeting Rules
1 2 3 4 5 6 7 8

NGDP 7707.9 7709.4 7683.7 7688.0 7662.1 7672.5 7654.9 7650.2

9 10 11 12 13 14 15 16
IT 7732.9 7742.0 7731.2 7734.2 7742.1 7742.7 7741.6 7742.0

Notes: bold (underlined) numbers represent the highest (lowest) log marginal data density for
each monetary policy rule type.

natural interest rate (rule 8) performs worst.
Rule 14 replicates the historical interest rate better than rule 2 over the full

sample. Additional results show that rule 8 replicated better historical interest
rates than other rules after the GFC14 (Section 3). This indicates that the Bank of
Israel may have followed an NGDP level targeting rule after the GFC rather than
an IT rule.

7 Monetary Rule Parameters

Figure 4 presents the results of the estimated coefficients of the rules presented
in Section 4 across the entire sample.
Figure 4 shows that the estimated parameters are relatively stable among the

models. Only rule 7 displays a low but plausible smoothing coefficient. The
other parameters are consistent with the literature. As explained in Rudebusch
(2002), φn is higher than one for NGDP growth targeting rules, and is positive
and smaller than one for NGDP level targeting rules. The NGDP level parame-
ters are close to 0.2 in Figure 4, which is close to the value estimated for the US
between 2007 and 2017 (Benchimol and Fourçans, 2019).
IT rule coefficients for Israel are in line with the literature (Argov et al., 2012;

Benchimol, 2016). Interestingly, NGDP targeting rules react more strongly to
exchange rate changes than IT rules. Indeed, NGDP targeting considers more
(nominal) output than IT, making NGDP rules more sensitive to economic fluc-
tuations and, therefore, nominal depreciation. During downturns, NGDP target-
ing allows for looser monetary policy (e.g., weaker currency) than IT, hence the
higher sensitivity to exchange rate changes.

14Additional results are available upon request.
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Figure 4. Estimated Coefficients of the Rules
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8 Central Bank Losses

In this section, we present several loss measures based on the variance of the
variables of interest from the central bank’s perspective. These variances are
estimated for each model and for each period. Our methodology intends to
summarize all standard possibilities of central bank loss functions, commonly
used in the literature (Svensson and Williams, 2009; Taylor and Wieland, 2012;
Adolfson et al., 2014). We compute ex-post loss functions according to estimated
DSGE models in Section 4 for various sets of policy objectives. This approach is
used in the literature to investigate empirical monetary policy rules (Taylor, 1979;
Fair and Howrey, 1996; Taylor, 1999; Svensson, 2003b) and is different from the
optimal monetary policy literature (Schmitt-Grohé and Uribe, 2007; Billi, 2017;
Benchimol and Bounader, 2023).
In accordance with the literature (Jensen, 2002; Garín et al., 2016; Billi, 2017)
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and given our research question, we consider ad hoc loss functions that are
not necessarily derived from household utility. This ad hoc methodology can
be preferable to the micro-founded methodology, as illustrated in Clarida et al.
(1999): if some groups suffer more than others from certain distortions, then an
agent’s utility might not provide an accurate measure of cyclical fluctuations in
welfare.
Our general central bank loss function, Lt, is defined as15

Lt = var (π̂t) + λyvar ŷGAPt , (6)

where var (.) is the variance operator, π̂t 2
n
π̂Yt , π̂

C
t , π̂

H
t

o
is the price inflation of

various types, ŷGAPt the output gap, and λy the weight on output gap variances
the policymaker would choose. π̂Ht is the domestic intermediate good inflation,
presented in Appendix A (Eq. 21). The weight on price inflation variance is
normalized to unity.
Through the remainder of this section, we examine a spectrum of possible

values for λy in order to analyze the central bank’s loss function under full and
limited information (Section 8.1 and 8.2, respectively).

8.1 Full Information

In this subsection, we present the estimation results, assuming all the informa-
tion available in the full sample is known. Table 3 presents the loss for each
model and variable according to the estimated variance across the full sample.
Table 3 shows that as far as GDP deflator inflation (π̂Yt ), domestic intermedi-

ate good inflation (π̂Ht ), and GDP gap (ŷGAPt ) are concerned, NGDP level target-
ing rules lead to lower estimated variances compared to other rules. CPI infla-
tion (π̂Ct ) variance is best minimized by IT rules targeting RGDP growth instead
of the output gap. NGDP level targeting and IT rules perform similarly as far as
nominal depreciation (∆St) and output growth (∆ŷt) are concerned.
The results differ in the variance of simulated impulse response functions

(IRF), since it depends on the type of shocks. Table 4 presents the loss for each
model and variable according to the IRF-based variances for different types of

15See Galí (2015) for further details. Another loss measure based on the squared distance of
variables generated by the models can be defined as

Lt = π2t + λy ŷGAPt
2
. (5)

According to the variance operator definition, this type of formulation results in the same ranking
as Eq. 6.
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Table 3. Estimated Variances

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
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Notes: Losses are based on estimated variance from the Bayesian estimation for each rule (1 to
16). The shading scheme is defined independently for each row, where lighter shading indicates
lower losses (rescaled numbers).

21



shocks.
Table 4 highlights the high performance of NGDP level targeting rules in mit-

igating GDP deflator and CPI inflation variances following domestic and foreign
price markup shocks.16 For instance, rule 6 (NGDP level targeting) minimizes
output growth, nominal depreciation, GDP deflator and CPI inflation variances
following a foreign pricemarkup shock. IT rules also performwell inminimizing
GDP deflator inflation and CPI inflation variances, while NGDP level rules mini-
mize domestic intermediate good inflation, output gap and growth, and nominal
depreciation variances, following a consumption preference shock. Following a
productivity shock, NGDP growth targeting rules perform well in minimizing
output growth and nominal depreciation variances, while the variances of other
variables are minimized similarly by both types of rules. This may reflect the
stabilization properties of NGDP rules compared to IT rules (Hendrickson, 2012;
Beckworth and Hendrickson, 2020).
Table 5 shows the full sample estimated losses from a spectrum of central

bank loss functions.17

Given objectives that minimize the variance of domestic intermediate good
inflation (π̂Ht ) and GDP deflator inflation (π̂

Y
t ), estimated loss is significantly

lower under NGDP level targeting rules 5 and 7 than under other rules. IT rules
with output growth targeting perform well for the CPI inflation (π̂Ct ) objective,
especially rule 9. The best rules from this targeting regime also appear to target
the nominal depreciation. However, these loss functions are estimated by as-
suming that the central bank knows all of the information available in the (full)
sample (ET [Lt]), and does not consider specific responses of inflation and the
output gap following a price-markup shock, critical to central bank policies.
As discussed in the literature (Steinsson, 2003; Baeriswyl and Cornand, 2010;

Garín et al., 2016), we can assess the loss responses following a price markup
shock. Table 6 presents the IRF-based losses following a positive shock to do-
mestic and foreign price markup, productivity and consumption preferences for
a spectrum of central bank loss functions.
The IRF-based losses presented in Table 6 point to the superiority of rule 3 for

most policymaker preferences regarding domestic price markup shocks. Rule 11
also performs well for GDP deflator inflation, but the results are not significantly
different from rule 3.
If the central bank seeks to stabilize the different measures of inflation, and

16Only positive shocks are considered. Due to the linearity of the MOSIE model, results should
not differ for negative shocks.
17If the full sample contains T periods, Table 5 considers ET [Lt], which corresponds to estima-

tions over the full information set.
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Table 4. Impulse Response-Based Variances
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estimation over the full sample for each rule (1 to 16). Shock processes are defined in Argov et al.
(2012). The shock size estimates are available in Appendix B. The shading scheme is defined
independently for each row, where lighter shading indicates lower losses (rescaled numbers).
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Table 5. Loss Functions - Estimated Variances

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.44

1.64

1.84

1.22

1.42

1.62

0.93

1.13

1.33

1.49

1.69

1.89

1.28

1.48

1.68

0.99

1.19

1.39

1.20

1.46

1.72

1.42

1.69

0.64

0.91

1.17

1.72

1.94

2.16

1.45

1.68

1.90

1.31

1.57

1.83

1.42

1.68

0.65

0.91

1.17

1.63

1.79

1.96

1.35

1.51

1.67

0.98

1.15

1.31

1.43

1.64

1.86

0.77

0.98

1.20

0.89

1.10

1.32

1.43

1.65

1.87

0.79

1.00

1.22

0.91

1.13

1.34

1.47

1.68

1.90

0.81

1.03

1.24

0.89

1.10

1.32

1.46

1.68

1.90

0.82

1.04

1.26

0.90

1.12

1.34

1.73

1.90

2.07

1.24

1.42

1.59

1.37

1.54

2.04

2.22

1.38

1.55

1.73

2.00

2.17

1.36

1.53

1.69

1.61

1.48

1.65

1.83

2.44

2.66

2.88

2.23

2.45

2.67

1.63

1.85

2.07

2.28

2.48

2.68

2.12

2.32

2.52

1.50

1.70

1.90

1.95

1.31

1.53

1.75

1.94

1.20

1.86

1.34

1.52

1.69

1.84

1.28

1.44

1.97

2.14

2.31

1.41

1.58

1.76

Notes: Central bank losses from estimated variances, for each rule (1 to 16) over the full sam-
ple. The shading scheme is defined independently for each row, where lighter shading indicates
lower losses.

24



Table 6. Impulse Response-Based Loss Functions

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

3.54

3.75

3.96

2.51

2.72

2.93

1.28

1.49

1.69

3.52

3.72

3.93

2.16

2.35

2.53

0.31

0.50

0.68

3.41

3.60

3.78

2.19

2.36

2.53

4.00

4.17

4.35

2.51

2.69

2.87

0.44

0.61

0.79

3.74

3.92

4.09

0.84

0.99

1.14

0.66

0.81

0.96

2.82

2.96

3.11

2.02

2.18

2.35

0.81

0.97

1.14

3.09

3.26

3.42

1.59

1.76

1.92

0.53

0.69

0.86

3.02

3.18

3.35

1.93

2.09

2.25

0.73

0.89

1.05

3.08

3.24

3.41

1.49

1.65

1.82

0.47

0.63

0.80

2.97

3.14

3.30

1.48

1.62

1.77

0.43

0.57

0.72

2.72

2.86

3.01

1.17

1.31

1.45

0.28

0.43

0.57

2.72

2.86

3.01

1.38

1.52

1.67

0.37

0.51

0.65

2.64

2.78

2.93

1.07

1.21

1.35

0.24

0.38

0.52

2.65

2.79

2.93

2.86

3.07

3.28

1.56

1.77

1.97

4.82

5.09

5.37

2.73

3.01

3.28

5.54

5.82

6.09

3.24

3.50

3.75

1.69

1.94

2.20

4.26

4.51

4.76

1.82

1.99

2.16

Productivity Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.06

0.10

0.14

0.04

0.08

0.12

0.03

0.07

0.06

0.10

0.04

0.08

0.12

0.03

0.02

0.04

0.07

0.03

0.05

0.07

0.00

0.02

0.05

0.03

0.08

0.13

0.01

0.06

0.11

0.02

0.04

0.06

0.02

0.04

0.06

0.00

0.02

0.04

0.02

0.07

0.11

0.01

0.05

0.10

0.03

0.02

0.07

0.11

0.01

0.06

0.10

0.03

0.07

0.02

0.07

0.11

0.01

0.06

0.10

0.03

0.07

0.02

0.07

0.11

0.01

0.05

0.10

0.03

0.07

0.02

0.07

0.11

0.01

0.05

0.10

0.03

0.07

0.01

0.05

0.08

0.01

0.05

0.08

0.02

0.05

0.09

0.01

0.05

0.08

0.01

0.05

0.08

0.02

0.05

0.09

0.01

0.04

0.08

0.01

0.05

0.08

0.01

0.05

0.08

0.01

0.04

0.08

0.01

0.05

0.08

0.02

0.05

0.080.12

0.14

0.08

0.12

0.12

0.17

0.22

0.09

0.14

0.19

0.08

0.13

0.18

0.11

0.16

0.21

0.09

0.13

0.18

0.07

0.12

0.16

0.04

0.10

0.15

0.08

0.12 0.12 0.12 0.12 0.12

Consumption Preference Shock

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.93

1.95

1.97

1.17

1.18

1.20

2.74

2.76

2.78

1.90

1.92

1.94

1.15

1.17

1.18

2.70

2.72

2.74

1.50

1.52

1.53

0.91

0.92

0.94

2.11

2.12

2.14

1.80

1.82

1.84

1.10

1.12

1.14

2.57

2.59

2.61

2.02

2.04

2.05

1.22

1.24

1.26

2.89

2.91

2.93

2.40

2.42

2.45

1.48

1.50

1.52

3.49

3.52

3.54

1.52

1.54

1.56

0.94

0.96

0.99

2.67

2.69

2.71

1.53

1.55

1.57

0.95

0.97

1.00

2.70

2.72

2.75

1.47

1.49

1.52

0.92

0.94

0.96

2.69

2.71

2.73

1.48

1.51

1.53

0.93

0.95

0.97

2.71

2.73

2.75

1.83

1.85

1.87

1.13

1.15

1.17

3.09

3.11

3.14

1.86

1.88

1.90

1.15

1.17

1.19

3.11

3.14

3.16

1.81

1.83

1.85

1.11

1.14

1.16

3.11

3.13

3.15

1.82

1.84

1.87

1.13

1.15

1.17

3.11

3.13

3.15

4.51

4.58

4.65

2.64

2.71

2.78

6.23

6.30

6.36

4.62

4.69

4.76

2.73

2.79

2.86

6.39

6.46

6.53

Domestic Price Markup Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.03

0.03

0.03

0.52

0.52

0.52

0.01

0.01

0.02

0.03

0.03

0.03

0.57

0.57

0.57

0.01

0.02

0.02

0.03

0.03

0.03

0.02

0.02

0.02

0.03

0.03

0.04

0.02

0.02

0.02

0.05

0.05

0.05

0.02

0.02

0.02

0.37

0.37

0.37

0.02

0.02

0.02

0.05

0.05

0.05

0.03

0.03

0.03

0.56

0.56

0.56

0.48

0.48

0.48

0.01

0.01

0.01

0.48

0.48

0.48

0.01

0.01

0.01

0.47

0.47

0.47

0.01

0.01

0.01

0.48

0.48

0.48

0.01

0.01

0.01

0.48

0.48

0.48

0.01

0.01

0.01

0.48

0.48

0.48

0.01

0.01

0.01

0.48

0.48

0.48

0.01

0.01

0.01

0.48

0.48

0.48

0.01

0.01

0.01

0.60

0.60

0.60

0.60

0.60

0.60

0.76

0.76

0.76

0.03

0.03

0.03

0.81

0.81

0.81

0.03

0.04

0.04

0.02

0.03

0.03

0.07

0.07

0.08

0.08

0.08

0.08

0.08

0.08

0.08

0.08

0.08

0.09

0.08

0.08

0.08

0.08

0.08

0.08

0.09

0.09

0.09

0.09

0.09

0.09

Foreign Price Markup Shock

Notes: Central bank losses following a positive domestic and foreign price markup, productivity
and consumption preference shock, based on variances of the IRFs computed over 40 periods
after the Bayesian estimation over the full sample for each rule (1 to 16). Shock processes are
defined in Argov et al. (2012). The shock size estimates are available in Appendix B. The shad-
ing scheme is defined independently for each row, where lighter shading indicates lower losses
(rescaled numbers).
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assuming the central bank knows all the information in the (full) sample to es-
timate their economic models, an NGDP growth targeting should outperform
alternatives following domestic price markup shocks.
Table 6 highlights that NGDP level targeting stabilizes central bank loss func-

tions based on GDP deflator and CPI inflation rates better than IT rules following
a foreign price markup shock (i.e., import or international price shocks), key for
SOEs like Israel. An increase in the world price of imported goods is one form of
terms of trade shock, with oil prices being a good example for Israel. By defini-
tion, targeting the exchange rate prevents the currency from depreciating, which
results in adverse trade balance and GDP consequences. For CPI targeting to
be effective, the currency must appreciate to avoid a rise in CPI inflation, which
would severely affect trade balances and growth. Contrary to this, NGDP tar-
geting does not cause currency appreciation. The adverse shock is split between
inflation and RGDP growth rather than growth alone.
Following Garín et al. (2016), we can measure the central bank loss functions

following demand and supply shocks. To this end, we analyze the responses
of central bank losses following a productivity shock (supply shock) and a con-
sumption preference shock (demand shock).
Table 6 shows that, following a productivity shock, IT rules minimize do-

mestic intermediate good price variance better than NGDP rules, except when
the policymaker includes the GDP deflator inflation in his loss function. In that
case, rule 8 (NGDP level targeting) best minimizes central bank losses. As infla-
tion should decrease following a positive productivity (technology) shock, IT im-
plies that monetary policy must be eased enough to counter any price decrease,
leading to higher RGDP growth. When NGDP is targeted, inflation and RGDP
growth are equally considered, thereby mitigating the central bank’s reaction to
a productivity shock. Unlike emerging markets where NGDP targeting should
outperform IT following supply shocks (Frankel, 2014; Bhandari and Frankel,
2017), Table 6 shows that it depends on the policymaker’s loss function, and that
the flexibility of IT is not sufficient for countering the shock when GDP deflator
inflation is considered in the loss function.
Table 6 shows that following consumption preference shocks, NGDP level

targeting rules are generally effective at minimizing loss functions for almost all
inflation objectives (except for π̂Yt and π̂

C
t when λy = 0 ). To offset the price and

output effects of a negative aggregate demand shock, central bank policymak-
ers generally lower the policy interest rate to stimulate aggregate demand. In
the face of demand shocks, path targets for either the price level or NGDP are
attractive because they lead to faster recovery after a recession (Bean, 1983; Fack-
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ler and McMillin, 2020). Despite targeting inflation, between 1 and 3 percent,
the Bank of Israel has effectively stabilized the NGDP level path over the past
decade. Demand shocks in Israel have not adversely affected growth.
Appendix C presents counterfactual analyses under full information using

the best-fit model. The posteriors from the best-fit model are used as the experi-
mental framework. By filtering the model under posterior draws using the best-
fit rule (Rule 14), shock sequences are generated for an identical model operating
outside of a new monetary policy rule. By comparing counterfactual measures
of output and inflation variances, we assess the potential enhancement offered
by alternative monetary policies. This process is simulated across multiple pos-
terior draws, generating a distribution of outcomes for each potential alternative
rule. These simulations show that NGDP rules are not necessarily rejected and
sometimes provide the best alternative to Taylor-type rules.
Appendix D presents the results of the reestimations of the models over the

pre-ZLB period (1994-2015) to test the robustness of the full sample results pre-
sented in this section, and how the absence of the ZLB period changes our main
results. The results indicate that controlling for the ZLB does not significantly
change the results obtained over the full sample.
Appendix D presents the results of re-estimating themodels over the pre-ZLB

period (1994-2015) to assess the robustness of the full-sample results. The results
show that controlling for the ZLB period does not affect our main conclusions.

8.2 Limited Information

NGDP targeting rules could produce lower volatility in both inflation and the
output gap in comparison with IT rules under limited information (Beckworth
and Hendrickson, 2020). Consequently, we estimate the expected value of our
models’ variables given the information available at the current date t.
Table 7 presents the estimations of the expected value of loss functions given

the information available at the current date (Et [Lt]).
Under this limited information setup, NGDP level targeting rules appear to

minimize all central bank loss functions. This result is important for several rea-
sons. First, limited information estimates only use information up to the current
date t, which is the case for real-world policymakers. Central bank modelers do
not know the next period when they estimate their decision models. Second,
although rules 5 to 7 do not best replicate the historical data, they perform best
under limited information. This indicates the potential usefulness of NGDP level
targeting rules for real-world decision-making.
Controlling for the ZLB and under limited information, NGDP level targeting
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Table 7. Loss Functions - Estimated Variances Under Limited Information

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.92

0.97

0.92

0.97

0.93

0.99

0.94

1.01

0.86

0.95

1.04

0.45

0.53

0.62

1.18

0.86

0.89

0.91

0.77

0.90

1.01

1.11

0.86

0.46

0.56

0.66

0.91

0.95

0.86

0.91

0.96

0.91

0.95

0.91

0.96

1.21

0.89

0.91

0.88

0.91

0.89

0.91

0.89

0.91

1.14

1.19

1.24

0.86

0.76

0.82

0.87

1.14

1.19

1.24

0.86

0.77

0.82

0.88

1.24

1.31

1.37

0.86

0.79

0.85

0.92

1.24

1.31

1.39

0.86

0.80

0.87

0.95

0.86

0.95

1.04

1.13

1.15

0.72

0.74

0.97

1.07

1.10

1.25

1.39

0.86

1.01

1.15

0.67

0.81

0.96

1.18

1.22

1.27

0.86

0.79

0.83

0.87

1.18

1.23

1.28

0.80

0.84

0.89

1.20

1.24

1.29

0.86

0.80

0.84

0.89

1.20

1.25

1.29

0.86

0.80

0.85

0.90

1.17

1.19

0.86

0.80

0.82

0.84

1.18

1.20

1.22

0.86

0.80

0.82

0.85

1.18

1.20

1.23

0.86

0.80

0.82

0.85

1.19

1.21

1.24

0.86

0.81

0.83

0.86

Notes: Central bank losses from the estimated variances under limited information, for each rule
(1 to 16). The shading scheme is defined independently for each row, where lighter shading
indicates lower losses.
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rules remain the preferred regimes over various inflation measures and central
bank losses (Appendix D).

9 Policy Implications

In order to achieve its objectives, a central bank cannot always follow a single
rule. There is a preferred monetary policy reaction function for each period
(Benchimol and Fourçans, 2017, 2019) and context (Kazinnik and Papell, 2021;
Benchimol and Bounader, 2023). A given central bank reaction function performs
better than others for each type of period (stable, crisis, recovery) and shock. In
general, however, looking at various central bank loss functions, our results in-
dicate the superiority of NGDP level targeting rules for Israel even though some
IT rules produce good results for some loss functions and best match the full
sample economic dynamics.
These resultsmay indicate that the flexible IT operated during the last decades

would have been changed if alternative rules had been considered. This does
not necessarily assume the MOISE model perfectly reflects the Israeli economic
dynamics, as the comparison was held among the same model’s structure and
calibration. Yet, our findings suggest that NGDP level targeting rules should be
considered in future assessments of any monetary policy framework.
Parameter estimates vary based on the period and rule considered. Forecasts

and recommendations made by policy institutions based on such models should
be updated and completed regularly to reflect the variety of plausible alternative
outcomes. In accordance with Wieland et al. (2012), our analysis demonstrates
the need for central bank examinations of multiple monetary policies to back
their decisions on a broader set of outcomes rather than a single model or rule.
Most central banks use DSGE models with IT monetary policy rules. In addi-

tion, it is standard practice to assume that a central bank attempts to minimize a
loss function that includes at least inflation and output variances. Does this min-
imization process always and necessarily result in a flexible IT regime? Our re-
sults indicate that this may not be the case. Whenminimization of a loss function
of the estimated variance over the full sample is required, some IT rules perform
well. When minimization of a loss function is under full or limited information
is considered, NGDP level targeting is often the most effective monetary policy
rule, especially when information is limited, as it is in practice.
The finding that NGDP level targeting rules outperform others in a limited in-

formation setting suggests their potential utility in guiding real-world decision-
making and supports the generalizability of these rules across various economic
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conditions. This mirrors the inherent uncertainty faced by policymakers who
lack knowledge of future periods when formulating their strategies, enhancing
their appeal for policymakers who must contend with changing economic land-
scapes and evolving information sets.
Lastly, our loss functions consider various inflation types, while our NGDP

targetingmodels consider GDP deflator inflation and ITmodels the CPI inflation.
Our results are thus robust to the policymaker preferences regarding the inflation
component in the central bank objective.
In summary, as far as using a monetary policy rule is crucial (e.g., commit-

ment), NGDP level targeting rules should be the most frequently recommended,
especially during periods of crisis and instability, while some IT rules may also
perform well during more stable times. According to the risk-sharing theory
of NGDP outlined in the literature, NGDP gap differences among countries are
related to financial stability (Azariadis et al., 2019; Bullard and DiCecio, 2021).
Providing the policymaker with robust decision scenarios requires a regular re-
calculation of the models and parameters as well as the consideration of alterna-
tive rules and loss functions.

10 Conclusion

Several conclusions can be drawn from this study. First, an IT rule that also
targets the output gap, the micro-founded natural interest rate, and the nomi-
nal depreciation is the most appropriate reaction function when data-matching
to the last three decades of Israeli economic dynamics is considered. Second,
the various central bank objectives are well achieved with NGDP targeting ver-
sus flexible IT under full information. Third, NGDP-level targeting rules are the
most desirable rules under limited information and are recommended to policy-
makers since they do not have complete information about future data during
their decision-making process.
In addition, we demonstrate that central bank objectives cannot always be

achieved by one single rule, depending on the type of shock (productivity, con-
sumption preference, domestic or foreign pricemarkup) or central bank objective
(CPI, GDP deflator, or domestic intermediate good inflation). For this reason,
central banks, which base their forecasts and policy recommendations on such
models and rules, should regularly update their estimates: Regular model eval-
uation and updating favor robust policy analysis and disciplined forecasting.
These central bank loss estimates should consider full and limited information
setups and several empirical monetary policy rules to assess the spectrum of in-
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terest rate decisions and paths.
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11 Appendix

A Log-linearized Model

This appendix presents most of the log-linearized system of equations constitut-
ing the MOISE model.

A.1 Households’ Choice of Allocations

The marginal utility from consumption is

λ̂t =
1

1 κ/gz
ĉt +

κ/ gz
1 κ/ gz

ĉt 1
κ/gz

1 κ/gz
ˆgz,t

1
1+ 0.78 τc

τ̂Ct + ˆ
C
t , (7)

where λ̂t is the Lagrange multiplier on the budget constraint, ĉt is real consump-
tion, ˆgz,t is the labor productivity growth rate, τ̂Ct is the rate of value added tax
(VAT), and ˆCt is the consumption preference shock. κ is the degree of external
habit persistence, gz is the long-run productivity growth rate (steady-state of
gz,t), and τc is the long run VAT (steady-state of τ̂Ct ).
The first-order condition with respect to capital (Tobin’s Q) is

Q̂t =
β (1 δ)

gz
Et Q̂t+1 +Et λ̂t+1 λ̂t Et [ĝz,t+1]

β 1 τK γu,1
gz

Et
1

1 τK
τ̂Kt+1 r̂k,t+1 +

β δ

gz
Et

h
τ̂Kt+1 + τ

K p̂I,t+1
i
,(8)

where τ̂Kt is the capital income tax, r̂k,t is the rate on capital utilization, and p̂I,t
is the price of the investment good. β is the static discount factor, δ is the de-
preciation rate of capital, τK is the tax rate on net capital income, and γu,1 is the
capital-utilization cost.
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The first-order condition with respect to investment is

ı̂t =
1

1+ (1 ωΓI )
2 β+ω2ΓI β

2

 
ωΓI β

2Et [ı̂t+2] + (1 ωΓI ) β (1 ωΓI β)Et [ı̂t+1]
+ (1 ωΓI ) (1 ωΓI β) ı̂t 1 +ωΓI ı̂t 2

!

+
1

1+ (1 ωΓI )
2 β+ω2ΓI β

2

 
ωΓI β

2Et [ĝz,t+2] + ω2ΓI β
2 + (1 ωΓI ) β Et [ ĝz,t+1]

+ĝz,t (βωΓI (1 ωΓI ) 1) +ωΓI ĝz,t 1

!

+
1

1+ (1 ωΓI )
2 β+ω2ΓI β

2 γI g
2 (1 ωΓI )
z

Q̂t p̂I,t + ˆ It , (9)

where ı̂t is real investment, ˆ It is the investment specific technology shock. ωΓI
is the weight of the investment adjustment cost, and γI is the investment adjust-
ment cost.
The first-order condition with respect to capital utilization is

r̂k,t = p̂I,t +
γu,2
γu,1

ût, (10)

where ût is the intensity of capital utilization and γu,2 is the capital-utilization
cost of variation.
The first-order condition with respect to domestic bonds is

λ̂t+1 λ̂t gz,t+1 + r̂t π̂C,t+1 + ˆRPt + ˆDRPt = 0, (11)

where π̂C,t is CPI inflation (π̂Ct in the paper for reading ease reasons), ˆ
RP
t is the

market risk premium shock, and ˆDRPt is the domestic risk premium shock.
The risk-adjusted UIP condition is

r̂t r̂t = (1 γS) Et [ŝt+1] ŝt +Et [π̂Y,t+1] π̂Y,t+1 γS ŝt ŝt 1 + π̂Y,t π̂y,t

+γS Et ˆ̄πt+1 ˆ̄πt+1 + ˆ̄πt ˆ̄πt γBEt [ŝB ,t+1] + ˆ
RP
t ˆDRPt , (12)

where r̂t is the domestic nominal interest rate, r̂t is the foreign nominal interest
rate, ŝt is the exchange rate, π̂Y,t is the domestic GDP deflator inflation rate (π̂Yt
in the paper for reading ease reasons), π̂Y,t is the foreign GDP deflator inflation
rate, ˆ̄πt is the domestic inflation target and ˆ̄πt is the foreign inflation target, and
ˆRPt is the foreign exchange rate risk-premium shock. γS is the modified UIP
parameter and γB is the risk premium function parameter.
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The capital accumulation dynamics is

k̂t+1 = (1 δ)
k̂t
gz

(1 δ)
ĝz,t
gz
+ ˆ It 1

1 δ

gz
+ ı̂t 1

1 δ

gz
, (13)

where k̂t is capital.

A.2 Labor Supply and Wage Setting

The after-tax real wage is

ŵτ,t = ŵt
1

1 τN τWh
τ̂Nt

1
1 τN τWh

τ̂
Wh
t , (14)

where ŵt is the real wage, τ̂Nt is the households income tax and τ̂
Wh
t is the worker

national-insurance-tax rate.
The marginal rate of substitution between consumption and leisure is

dmrst = ˆN,t + ζ n̂t λ̂t, (15)

where n̂t is worked hours, ˆN,t is the disutility of labor shock, and ζ is the inverse
of Frisch elasticity of labor supply.
The nominal wage inflation is

ĝz,t + ŵt ŵt 1 + π̂C,t χW π̂C,t 1 + ˆ̄πt (1 χW) + ĝz,t 1 χW,gz =

β Et [ĝz,t+1] +Et [π̂C,t+1] π̂C,t χW +Et [ ˆ̄πt+1 (1 χW)] + ĝz,t χW,gz (16)

(1 β ξW) (1 ξW)

ξW 1+ ζ φw
φw 1

 
ŵt 1

1 τN τWh
τ̂Nt +

1
1 τN τWh

τ̂
Wh
t

ˆN,t + ζ n̂t λ̂t φ̂w,t

!
+Et [ŵt+1] ŵt,

where φ̂w,t is the wage markup shock, χW is the weight of inflation indexation in
wage setting, χW,gz is the weight of indexation to (lagged) productivity in wage
setting, ξW is the nominal-wage Calvo (1983) parameter, and φw is the steady-
state markup of net-wages over the marginal rate of substitution.

A.3 Intermediate-good Firms Resource Allocation

The production technology is

ĥs,t = 1+
ψ

h
ˆ t + α k̂st ĝz,t + n̂t (1 α) , (17)
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where ˆ t is the technology shock, and k̂st is capital service. ψ is the production
fixed cost, h is the steady-state production, and α is the share of capital in the
production.
The resource allocation is

r̂k,t = ŵt + n̂t +
τ̂
W f
t

1+ τW f
+ R̂ f ,t k̂st ĝz,t . (18)

where τ̂
W f
t is the payroll tax paid by firms, k̂st is capital service, and R̂ f ,t is the

interest rate on working capital (Eq. 20).
The real marginal cost expressed in terms of CPI is

cmct = ˆ t + r̂k,t α+ (1 α)

 
R̂ f ,t + ŵt +

τ̂
W f
t

1+ τW f

!
. (19)

The interest rate on working capital is

R̂ f ,t =
ν f R

1 ν f (R 1)
r̂t + ˆRPt + ˆFt +

ν f (R 1)
1 ν f (R 1)

ν̂ f ,t, (20)

where ν̂ f ,t is the weight of working capital, ν f is the steady-state weight of work-
ing capital, and R is the steady-state nominal interest rate.

A.4 Intermediate-good Firms Price Setting (Phillips Curves)

The Phillips curve of the domestic intermediate goods firm is

π̂H,t ˆ̄πt =
β

1+ β χH
(Et [π̂H,t+1] Et [ ˆ̄πt+1]) +

χH
1+ β χH

(π̂H,t 1 ˆ̄πt) (21)

+
β χH

1+ β χH
(Et [ ˆ̄πt+1] ˆ̄πt) +

(1 β ξH) (1 ξH)

(1+ β χH) ξH
cmcHt + ϕ̂Ht ,

where π̂H,t is the domestic intermediate good inflation rate (π̂Ht in the paper for
reading ease reasons), cmcHt is defined below (Eq. 22), and ϕ̂Ht is the domestic
price markup. χH is the degree of indexation to past aggregate domestic in-
flation, and ξH is the Calvo (1983) probability that a firm does not receive an
exogenous and idiosyncratic reoptimization signal.
The real marginal cost in terms of the domestic price index is

cmcHt = cmct p̂H,t. (22)
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The real domestic price index in terms of CPI is

p̂H,t = π̂H,t + p̂H,t 1 π̂C,t. (23)

The Phillips Curve of the foreign intermediate goods firm (denominated in
terms of the local currency) is

π̂ IM,t ˆ̄πt =
β

1+ β χ
Et [π̂ IM,t+1 ˆ̄πt+1] +

χ

1+ β χ
(π̂ IM,t 1 ˆ̄πt) (24)

+ (Et [ ˆ̄πt+1] ˆ̄πt)
β χ

1+ β χ
+
(1 β ξ ) (1 ξ )

(1+ β χ ) ξ
(cmcIM,t + ϕ̂t ) ,

where π̂ IM,t is imported inflation, cmcIM,t is defined below (Eq. 25), and ϕ̂t is the
foreign price markup. β is the foreign static discount factor, χ is the weight
of inflation indexation in import price, and ξ is the import-price Calvo (1983)
probability.
The real marginal cost of the foreign intermediate goods firm in terms of the

price of imported goods is

cmcIM,t = ŝt + p̂Y,t +ω p̂OIL,t π̂Y,t + p̂OIL,t p̂OIL,t 1 p̂IM,t, (25)

where p̂Y,t is the GDP deflator price index, p̂OIL,t is the relative foreign price of
oil, p̂IM,t is defined below (Eq. 26), and ω is the weight of oil in imports.
The real price of imported goods in local currency, in terms of CPI, is

p̂IM,t = π̂ IM,t + p̂IM,t 1 π̂C,t. (26)

A.5 Final-Good Firms: Technology, Inputs and Prices

In what follows, prices are expressed in real terms, with the denominator being
the CPI.18

A.5.1 Final Private Consumption Good

The demand for domestic intermediate goods is

ĥC,t = q̂C,t p̂H,t µc + ν̂C,t, (27)

where q̂C,t is the production technology of the final domestic intermediate good,
p̂H,t is the real price of the domestic intermediate good (with respect to the CPI),

18e.g., p̂H,t ln (PH,t/PC,t).
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µc is the CES aggregator parameter between domestic and imported consump-
tion goods, and ν̂C,t is the home bias in the production of the final consumption
good.
The demand for imported consumption intermediate goods is

cimC,t = q̂C,t µc p̂IM,t Γ̂+IMC,t ν̂C,t
νC

1 νC
, (28)

where p̂IM,t is the real price of imported goods in local currency (with respect to
the CPI), Γ̂+IMC,t is the import share adjustment costs for domestic intermediate
goods defined below (Eq. 29), and νC is the consumption home-bias.
The import share adjustment costs for domestic intermediate goods is

Γ̂+IMC,t = ˆ
IM
t γCIM

cimC,t q̂C,t cimC,t 1 q̂C,t 1 , (29)

where γCIM is the imported consumption adjustment-cost parameter, and ˆ IMt is
the import demand shock.
The private consumption good pricing equation is

p̂H,t νC p
1 µC
H + p̂IM,t Γ̂+IMC,t (1 νC) p

1 µC
IM + ν̂C,t

νC
1 µC

p1 µC
H p1 µC

IM = 0,

(30)
where pH is the steady-state price of domestic intermediate goods.

A.5.2 Final Investment Good

The demand for investment intermediate goods is

ĥI,t = q̂I,t µI ( p̂H,t p̂I,t) + ν̂I,t, (31)

where q̂I,t is the production technology of the final investment good, p̂I,t is the
real price of the investment good defined below (Eq. 34), ν̂I,t is the home bias in
production of the final investment good, and µI is the CES aggregator parameter
between domestic and imported investment.
The demand for imported investment intermediate goods is

cimI,t = q̂I,t µI p̂IM,t p̂I,t Γ̂+IMI,t ν̂I,t
νI

1 νI
, (32)

where Γ̂+IMI,t is the import share adjustment cost defined below (Eq. 33), and νI
is the investment home-bias.
The import share adjustment cost for imported investment intermediate goods
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is
Γ̂+IMI,t = ˆ

IM
t γIIM

cimI,t q̂I,t cimI,t 1 q̂I,t 1 , (33)

where γIIM is the imported investment adjustment-cost parameter.
The price of the investment good is

p̂I ,t = p̂H,t νI
pH
pI

1 µI
+ (1 νI)

pIM
pI

1 µI
p̂IM,t Γ̂+IMI,t

+ν̂I,t
νI

1 µI

 
pH
pI

1 µI pIM
pI

1 µI
!
, (34)

where pI is the steady-state price of investment intermediate goods.

A.5.3 Final Public Consumption Good

The demand for public consumption goods is

ĥG,t = q̂G,t µG ( p̂H,t p̂G,t) + ν̂G,t, (35)

where q̂G,t is the production technology of the final public consumption good,
p̂G,t is the price of the public consumption good defined below (Eq. 38), ν̂G,t is
the home bias in production of the final government consumption good, and µG
is the CES aggregator parameter between domestic and imported government
consumption.
The demand for imported intermediate public consumption goods is

cimG,t = q̂G,t µG p̂IM,t p̂G,t Γ̂+IMG,t ν̂G,t
νG

1 νG
, (36)

where Γ̂+IMG,t is the import share adjustment cost defined below (Eq. 37), and νG
is the government consumption home-bias.
The import share adjustment cost for imported intermediate public consump-

tion goods is

Γ̂+IMG,t = ˆ
IM
t γGIM

cimG,t q̂G,t cimG,t 1 q̂G,t 1 , (37)

where γGIM is the import government consumption adjustment-cost parameter.
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The price of the public consumption good is

p̂G,t = p̂H,tνG
pH
pG

1 µG
+ (1 νG)

pIM
pG

1 µG
p̂IM,t Γ̂+IMG,t

+ν̂G,t
νG

1 µG

 
pH
pG

1 µG pIM
pG

1 µG
!
, (38)

where pG is the steady-state price of public consumption goods.

A.5.4 Final Exports Good

The demand for exported goods is

ĥX,t = q̂X,t µX ( p̂H,t p̂DX,t) + ν̂X,t , (39)

where q̂X,t is the production technology of the final exports good, p̂DX,t is the
domestic price of the exported good defined below (Eq. 42), ν̂X,t is the home bias
in production of the final export good, and µX is the CES aggregator parameter
between domestic and imported goods in exports.
The demand for imported intermediate goods is

cimX,t = q̂X,t µX p̂IM,t p̂DX,t Γ̂+IMX,t ν̂X,t
νX

1 νX
, (40)

where Γ̂+IMX,t is the import share adjustment cost for import for export goods
defined below (Eq. 41), p̂IM,t is the real price of imported goods in local currency
defined above (Eq. 26), and νX is the home-bias in exports.
The import share adjustment cost for exported goods is

Γ̂+IMX,t = ˆ
X
t γXIM

cimX,t q̂X,t cimX,t 1 q̂X,t 1 , (41)

where ˆXt is the export shock, and γ
X
IM is the export-share (in foreign output)

adjustment cost parameter.
The domestic price of exported goods is

p̂DX,t = p̂H,tνx
pH
pDX

1 µx
+ (1 νX)

pIM
pDX

1 µX
p̂IM,t Γ̂+IMX,t

+ν̂X,t
νX

1 µX

 
pH
pDX

1 µX pIM
pDX

1 µX
!
, (42)

where pDX is the steady-state domestic price of the exported good.
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A.5.5 Exports to Foreign Markets: Monopolistic Firms

The Phillips Curve for the price of the exported good (in foreign currency) is

π̂X,t ˆ̄πt =
β

1+ β χX
Et π̂X,t+1 ˆ̄πt+1 +

χX
1+ β χX

Et ˆ̄πt+1 ˆ̄πt (43)

+
β χX

1+ β χX
Et ˆ̄πt+1 ˆ̄πt +

(1 β ξX) (1 ξX)

(1+ β χX) ξX
cmcXt + ϕ̂Xt .

where π̂X,t is exported inflation in foreign currency, ˆ̄πt is the foreign inflation
target, ϕ̂Xt is the export price markup shock, and cmcXt is the real marginal cost of
exporters defined below (Eq. 44).
The real marginal cost of exporters with respect to the price of the exported

good is cmcXt = p̂DX,t ŝt p̂X,t p̂Y,t. (44)

where p̂X,t is the real price of the exported good in the foreign currency defined
below (Eq. 45).
The real price of the exported good in foreign currency, with respect to the

foreign output deflator, is

p̂X,t = π̂X,t + p̂X,t 1 π̂Y,t. (45)

where π̂Y,t is the foreign inflation.

A.6 Fiscal and Monetary Authorities

The government consumption is

ĝt = ρG ĝt 1 + η
G
t . (46)

where ηGt is the government consumption shock.
The direct consumption tax is

τ̂Ct = ρτC τ̂
C
t 1 + η

τC

t . (47)

where ητ
C

t is the direct consumption tax shock.
The dividend tax is

τ̂Dt = ρτD τ̂
D
t 1 + η

τD

t . (48)

where ητ
D

t is the dividend tax shock.
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The capital rental tax is

τ̂kt = ρτK τ̂
K
t 1 + η

τK

t . (49)

where ητ
K

t is the capital rental tax shock.
The income tax on households is

τ̂Nt = ρτN τ̂
N
t 1 + η

τN

t . (50)

where ητ
N

t is the household income tax shock.
The additional payroll tax on households is

τ̂
Wh
t = ρτWh τ̂

Wh
t 1 + η

τWh
t , (51)

and the additional payroll tax on firms is

τ̂
W f
t = ρ

τ
Wf τ̂

W f
t 1 + η

τ
Wf

t . (52)

where ητ
Wh
t and ητ

Wf

t is the household and firm payroll tax shock, respectively.
The output growth is defined as

ĝY,t = ĝz,t + ŷt ŷt 1. (53)

where ĝz,t is the labor productivity growth rate.
The Taylor rule of the original MOISE model (Argov et al., 2012), which is

replaced by rules presented in Table 1, is

r̂t = (1 φR) r̂r f wt + ˆ̄πt + φΠ π̂CBt ˆ̄πt + φy ŷ
GAP
t + φ∆S ∆Ŝt +φR r̂t 1+ η

R
t .

(54)
where ∆Ŝt is the nominal depreciation defined below (Eq. 58) and the time-
varying inflation objective is

ˆ̄πt = ρπ̄ ˆ̄πt 1 + η
Π
t . (55)

where ηΠt is the inflation target shock.
The inflation target appears outside the inflation gap term, as in Eq. 1 in Tay-

lor (1993), and similar to Eq. 15 in Adolfson et al. (2007), and Eq. 65 in Christoffel
et al. (2008).
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The real interest rate is defined as

r̂it = r̂t π̂C,t+1. (56)

The forward 5 to 10 years expected real interest rate is

r̂r f wt =
1
20
Et r̂it+20 + ...+ r̂it+39 . (57)

The nominal depreciation is

∆Ŝt = ŝt ŝt 1 + π̂Y,t π̂Y,t. (58)

The output gap, defined as the deviation of production inputs from trend, is

ŷGAPt = ŷt ˆ t. (59)

where ˆ t is the transitory technological shock.
The inflation that the central bank is attentive to is

π̂CBt =
1
4
(Et [π̂C,t+1] + π̂C,t + π̂C,t 1 + π̂C,t 2) . (60)

A.7 Net Foreign Assets and the Current Account

The ratio of trade balance to domestic output is

ŝTB,t = ŝX,t ŝIM,t, (61)

where ŝX,t is the ratio of exports to domestic output and ŝIM,t is the ratio of im-
ports to domestic output detailed below.
The ratio of exports to domestic output is

ŝX,t =
s pX x
y

(ŝt + p̂X,t + x̂t ŷt) . (62)

where x̂t is the export demand function, x and y are the steady-state values of
export demand and output, respectively.
The ratio of imports to domestic output is

ŝIM,t = sIM p̂IM,t +cimt p̂Y,t ŷt . (63)

where cimt is the variation of total imported intermediate goods.
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The ratio of the current account to domestic output is

(CA/Y)t = ŝTB,t + ŝFTR,t. (64)

where the ratio of foreign transfers to domestic output is

ŝFTR,t = ρFTR ŝFTR,t 1 + η
FTR
t . (65)

The export demand function is

x̂t = ˆ̃zt +cimt + ν̂t (66)

µ p̂x,t p̂x,t + γ x̂t cimt ˆ̃zt x̂t 1 cimt 1 ˆ̃zt 1 .

where cimt is the world import gap presented below (Eq. 84).
The ratio of net foreign assets to domestic output is

Et

h
sBt+1

i
r

= (CA/Y)t +
sB Et 1

h
sBt
i

gz π
. (67)

The real exchange rate in CPI terms is

ŝt = ĉt + p̂Y,t. (68)

where p̂Y,t is the price deflator.

A.8 Market Clearing Conditions

The market clearing condition in the domestic intermediate good markets is

ĥst = ĥt. (69)

The market clearing condition in the final consumption good market is

q̂C,t = ĉt. (70)

The market clearing condition in the final investment good market is

q̂I,t = ı̂t
i
qi
+ ût

γu,1
gz

k
qi
+
y
qi

∆cinvt + ŷt ∆inv . (71)
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The market clearing condition in the final government good market is

q̂G,t = ĝt. (72)

The market clearing condition in the final export good market is

q̂X,t = x̂t
x
qx
. (73)

The market clearing in the capital market is

ût + k̂t = k̂s,t. (74)

The aggregate resource constraint is

p̂Y,t + ŷt = ĉt
pCc
pyy

+
pI i
Pyy

ı̂t + p̂I,t +
pIk
pyy
ût γu,1 +

pI
PY

ŷt ∆inv+ ∆cinvt + p̂I ,t ∆inv
+
pGg
pYg

p̂g,t + ĝt +
s pX x
y

(x̂t + ŝt + p̂Y,t + p̂X,t) (75)

pIM imC
pYy

p̂IM,t +cimC,t Γ̂+
IMC, t

pIM imI
pYy

p̂IM,t +cimI,t Γ̂+
IMI, t

pIM imG
pYy

p̂IM,t +cimG,t Γ̂+
IMG, t

pIM imX
pYy

p̂IM,t +cimX,t Γ̂+
IMX, t .

The inflation in GDP deflator terms is

π̂Y,t = π̂C,t + p̂y,t p̂y,t 1. (76)

The output deflator is

p̂Y,t+ ŷt =
h pH
y pY

p̂H,t + ĥt +
x s pX pY
PYY

(ĉt + p̂X,t + p̂Y,t + x̂t)
pDX qX
PYY

(q̂X,t + p̂DX,t) .

(77)
The total imported intermediate goods is

cimt = imCim cimC,t + imIim cimI,t + imG
im
cimG,t + imXim cimX,t. (78)
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The aggregate resource constraint defined in market prices is

ŷt + p̂MY,t =
(1+ 0.78 τc) c

pMY y
ĉt +

1
1+ 0.78 τc

τ̂ct +
pI i
pMY y

ı̂t + p̂I ,t +
pIk
pMY y

ût γu,1

+
pI
pMY

ŷt ∆inv+ ∆cinvt + p̂I,t ∆inv +
pGg
pMY y

( p̂G,t + ĝt) (79)

+
xs px py
pMY y

(x̂t + ĉt + p̂Y,t + p̂X,t)

pIM imC
pMY y

p̂IM,t +cimC,t Γ̂+
IMC ,t

PIM imI
pMY y

p̂IM,t +cimI,t Γ̂+
IMI, t

pIM imG
y pMY

p̂IM,t +cimG,t Γ̂+
IMG ,t

PIM imX
pMY y

p̂IM,t +cimX,t Γ̂+
IMX, t .

The real GDP is
ŷt = ĥs,t. (80)

A.9 The Foreign Economy

The foreign output is

ŷt = cy ,+Et ŷt+1 + 1 cy ,+ ŷt 1 4cy ,r brit cf wri , t + ˆY ,t. (81)

The foreign nominal interest rate is

4r̂t = (1 cr , )

0@ 4 π̄t +
cf wri ,t + ŷt cr ,y

+4 cr ,π 0.2Et
h
π̂y,t+1 + π̂y,t + π̂y,t 1 + π̂y,t+2 + π̂y,t+3

i
π̄t

1A
+4cr , r̂t 1 + ˆR ,t. (82)

The foreign CPI inflation is

4π̂y,t = 4cπ ,+Et π̂Y,t+1 + 4π̂Y,t 1 (1 cπ ,+) + cπ ,y0.5 ŷt + ŷt 1 (83)

+cπ ,OIL p̂OIL,t + cπ ,∆OIL ( p̂OIL,t p̂OIL,t 2) + π̂Y,t.

The world import gap is

cimt = cwt,yŷt + cwt,y ŷt 1 + cwt, cimt 1 + ˆ IM t
. (84)

The relative foreign price of oil is

p̂OILl,t = cOIL, p̂OIL,t 1 cOIL,∆ ( p̂OIL,t 1 p̂OIL,t 2) + ηOILt . (85)
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A.10 Observation Equations

The real GDP per capita growth rate is

∆Yt = ĝz,t + ŷt ŷt 1 + gz 1+ EX∆N,t. (86)

The real consumption per capita growth rate is

∆Ct = EX∆N,t + gz 1+ ĝz,t + ĉt ĉt 1 + EX∆C,t. (87)

The real investment per capita growth rate, excluding inventories, is

∆INI,t = EX∆N,t + gz 1+ ĝz,t + ı̂t ı̂t 1 + EX∆INI ,t. (88)

The real government consumption per capita growth rate is

∆Gt = EX∆N,t + gz 1+ ĝz,t + ĝt ĝt 1 + EX∆G ,t. (89)

The real export per capita growth is

∆Xt = EX∆N ,t + gz 1+ ĝz,t + x̂t x̂t 1 + EX∆X ,t. (90)

The real import per capita growth rate is

∆IMt = EX∆N,t + gz 1+ ĝz,t +cimt cimt 1 + EX∆IM,t. (91)

The inflation rate in market price in GDP deflator terms is

∆PMY, t = ˆOB_DPY,t + π̂C,t + p̂
M
Y,t p̂MY,t 1 + π 1 ˆ̄πt. (92)

The inflation rate in factor price CPI, excluding VAT, fruits and vegetables, is

∆PC,t = π̂C,t + π 1 π̄t. (93)

The inflation rate in investment deflator, including measurement errors, is

∆PI,t = π 1+ π̂C,t + p̂I,t p̂I,t 1 π̄t + η
∆PI
t . (94)

The annualized inflation target is

4πt = 4 (π̄t + π 1) . (95)
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The employment per capita is

∆EMt = EX∆N,t + êt êt 1. (96)

and the employment per capita in deviation from its HP trend is

êt =
β

1+ β χE
Et [êt+1] +

χE
1+ β χE

êt 1 +
(1 β ξE) (1 ξE)

(1+ β χE) ξE
(n̂t êt) + ˆOB_E,t.

(97)
The labor input per capita is

∆Nt = EX∆N,t + n̂t n̂t 1. (98)

The nominal wage growth rate is

∆Wt = π 1+ gz 1+ π̂C,t + ĝz,t + ŵt ŵt 1 π̄t + EX∆W,t. (99)

The annualized nominal interest rate is

rOBt = 4 (r̂t + r 1) 4π̄t. (100)

The nominal depreciation rate is

∆St = ĉt ĉt 1 + π̂Y,t π̂Y,t + π 1 (π 1) π̄t + EX∆S,t. (101)

The foreign output growth rate is

∆Y t = gz 1+ ĝz,t + ˆ̃zt + ŷt ŷt 1 ˆ̃zt 1 + EX∆Y ,t. (102)

The inflation rate in foreign price deflator terms is

∆PY ,t = π̂Y,t + π 1. (103)

The annualized foreign nominal interest rate is

R OB
t = 4 (r̂t + r 1) . (104)

The inflation rate in foreign competitor price terms is

∆PX ,t = ∆PY ,t + p̂x,t p̂x,t 1. (105)

The inflation rate in export deflator terms and domestic currency (new Israeli
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shekel, ILS) is
∆PNISX,t = ∆St + ∆PY ,t + p̂x,t p̂x,t 1. (106)

The forward long run 5 to 10 years expected real rate is

rr f wd_obt = ˆ f wd_ob,t + 4 ˆf wri ,t +
gz
β

1 + tp, (107)

where tp is an average term premium.
The observable ratio of the current account to GDP is

SCA,t = (CA/Y)t. (108)

The observable consumption tax rate is

τC_OBt = τc + τ̂
c
t . (109)

The observable income tax rate is

τN_OBt = τn + τ̂
n
t . (110)

The observable change in oil prices is

∆POIL,t = p̂OIL,t p̂OIL,t 1 + ∆PY ,t + EX∆POIL,t. (111)

The change in inventories as a share of GDP is

∆invt = ∆cinvt + ∆inv+ EX∆INV ,t. (112)

The forward long run expected nominal 5 to 10 years rate abroad is

r f wd_obt = ˆ f wd_ob ,t + 4 π̄t + cf wri ,t + r 1 + tp , (113)

where tp is an average term premium.
The observable world import growth rate is

∆WTt = ĝz,t + ˆ̃zt +cimt cimt 1 ˆ̃zt 1 + gz 1+ EX∆WT ,t. (114)

A.11 Idiosyncratic Trend Shocks

The autoregressive shock process for the unbalanced growth of nominal depre-
ciation growth is
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EX∆S,t = ρ∆SEX EX∆S,t 1 + η
S
EX,t. (115)

The autoregressive shock process for the unbalanced growth of nominal wage
growth is

EX∆W,t = 1 ρ∆WEX (g∆W gz (π 1)) + ρ∆WEX EX∆W,t 1 + η
W
EX,t. (116)

The autoregressive shock process for the unbalanced growth of active popu-
lation growth is

EX∆N,t = 1 ρNEX g∆N + ρNEX EX∆N,t 1 + η
N
EX,t. (117)

The autoregressive shock process for the unbalanced growth of real per-capita
consumption growth is

EX∆C,t = 1 ρCEX (g∆C gz g∆N) + ρCEX EX∆C,t 1 + η
C
EX,t. (118)

The autoregressive shock process for the unbalanced growth of real per-capita
investment growth (excluding inventories) is

EX∆INI,t = 1 ρIEX (g∆I gz g∆N) + ρIEX EX∆INI,t 1 + η
I
EX ,t. (119)

The autoregressive shock process for the unbalanced growth of real per-capita
import growth is

EX∆IM,t = 1 ρIMEX (g∆IM gz g∆N) + ρIMEX EX∆IM,t 1 + η
IM
EX ,t. (120)

The autoregressive shock process for the unbalanced growth of real per-capita
export growth is

EX∆X,t = 1 ρXEX (g∆X gz g∆N) + ρXEX EX∆X,t 1 + η
X
EX ,t. (121)

The autoregressive shock process for the unbalanced growth of inventory in-
vestment to GDP is

EX∆INV,t = η∆INVEX,t . (122)

The autoregressive shock process for the unbalanced growth of real per-capita
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government consumption growth is

0 =
c
y
EX∆C,t +

i
y
EX∆INI ,t +∆inv EX∆INV,t+ sG EX∆G,t+ sXEX∆X ,t

im
y
EX∆IM,t .

(123)
The autoregressive shock process for the unbalanced growth of foreign de-

mand growth is

EX∆Y ,t = 1 ρYEX (g∆Y gz) + ρYEX EX∆Y ,t 1 + η
Y
EX,t. (124)

The autoregressive shock process for the unbalanced growth of world import
growth is

EX∆WT ,t = 1 ρWTEX (g∆WT gz) + ρWTEX EX∆WT ,t 1 + ηWTEX,t . (125)

The autoregressive shock process for the unbalanced growth of oil price growth
is

EX∆POil,t = ρ
POIL
EX EX∆POil,t 1 + η

POIL
EX,t. (126)

B Estimation Results

Tables 8 and 9 present the estimation results (posterior means) of the parame-
ters.19

19Detailed results are available upon request.
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C Counterfactual Analysis

To avoid any leap in the normative sense, we compare the losses of monetary
policy rules within the same model (i.e., all parameters except the policy rule
remain constant) without assuming different shocks (since they were estimated
each time in the previous sections), allowing us to draw normative conclusions.
As a laboratory, we assume posteriors from the best-fit model (see Table 2).

Filtering the model under posterior draws from the best-fit rule (Rule 14), we
provide shock sequences that can be fed into an otherwise identical model out-
side the monetary policy rule. In order to evaluate the potential benefits of al-
ternative monetary policies, we compare counterfactual measures of output and
inflation variances. As a result, a distribution of outcomes is generated for each
potential alternative rule.
Table 10 presents the loss for each model and variables according to the esti-

mated variance using posteriors from the best-fit model across the full sample.

Table 10. Estimated Variances - Laboratory

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.18

0.11

0.33 0.34 0.33 0.34

0.17

0.17

0.09

0.17

0.09

0.17

0.09

0.18

0.09

0.15

0.08

0.09

0.77

0.15

0.08

0.09

0.79

0.16

0.09

0.09

0.86

0.16

0.09

0.10

0.87

0.17

0.11

0.11

0.03

0.36

0.82

0.17

0.11

0.11

0.03

0.37

0.84

0.18

0.12

0.12

0.03

0.35

0.90

0.18

0.13

0.03

0.36

0.93

0.20

0.04

1.30

0.19

0.21

0.12

0.04

1.30

0.21

0.25

0.14

0.05

1.55

0.23

0.27

0.16

0.05

1.56

0.05

0.43

1.41

0.18

0.05

0.46

1.50

0.19

0.05

0.44

1.63

0.20

0.05

0.46

1.75

0.05

0.42

0.05

0.43

0.05

0.42

0.05

0.43

0.12

Notes: Losses based on variances simulated after Bayesian estimation of the best-fit model over
the full sample. The losses are presented for each rule (1 to 16). The shading scheme is defined
independently for each row, where lighter shading indicates lower losses (rescaled numbers).
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Table 10 shows that variances of GDP deflator (π̂Yt ) and CPI inflation (π̂
C
t )

rates are low when Taylor-type rules are considered, while NGDP level rules
reduce domestic intermediate good inflation (π̂Ht ) variances. NGDP growth rules
reduce GDP growth variances better than other rules.
Table 11 presents the variances of policymaker variables under scrutiny fol-

lowing critical economic shocks, similar to Table 4, using posteriors from the
best-fit model.
Table 11 highlights the high performance of NGDP targeting rules in miti-

gating GDP deflator and CPI inflation variances following domestic and foreign
price markup shocks. For instance, rule 6 (NGDP level targeting) minimizes out-
put growth, nominal depreciation, GDP deflator and CPI inflation variances fol-
lowing a foreign price markup shock. IT rules also perform well in minimizing
GDP deflator inflation and CPI inflation variances, while NGDP level rules mini-
mize domestic intermediate good inflation, output gap and growth, and nominal
depreciation variances, following a consumption preference shock. Following a
productivity shock, NGDP growth targeting rules minimize output growth and
nominal depreciation variances, while the variances of other variables are min-
imized similarly by both types of rules. This may reflect the stabilization prop-
erties of NGDP rules compared to IT rules (Hendrickson, 2012; Beckworth and
Hendrickson, 2020).
Table 12 shows the full sample estimated losses from a spectrum of central

bank loss functions.20

Given central bank objectives to minimize the variance of domestic interme-
diate good inflation (π̂Ht ), NGDP level targeting performs better than other rules.
IT rules with output growth targeting performwell for the GDP deflator (π̂Yt ) and
CPI (π̂Ct ) inflation objectives, especially rule 9. The best rules from this targeting
regime also appear to target nominal depreciation.
Table 13 shows the IRF-based losses following domestic and foreign price

markup shocks, a productivity shock, and a consumption preference shock for a
spectrum of central bank loss functions simulated according to the best-fit model.
The IRF-based losses presented in Table 13 are also point to the superiority

of NGDP rules for several policymaker preferences, except following domestic
price markup shocks where Taylor-type rules perform better for most inflation
measures. However, this is less critical regarding SOEs significantly affected by
foreign price markup shocks.
If the central bank seeks to stabilize the different measures of inflation, and as-

20If the full sample contains T periods, Table 5 considers ET [Lt], which corresponds to estima-
tions over the full information set.
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Table 11. Impulse Response-Based Variances - Laboratory

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.20

0.04

0.38

0.14

0.19

0.04

0.40

0.17

0.11

0.29

0.06

0.11

0.26

0.10

0.29

0.08

0.09

0.24

0.08

0.03

0.30

0.19

0.15

0.05

0.28

0.03

0.48

0.53

0.22

0.08

0.03

0.30

0.22

0.15

0.05

0.28

0.03

0.51

0.61

0.17

0.05

0.30

0.03

0.36

0.47

0.11

0.03

0.26

0.03

0.93

0.17

0.04

0.30

0.03

0.37

0.53

0.11

0.02

0.25

0.03

1.05

0.34

0.19

0.42

0.04

0.26

0.15

0.36

0.04

0.35

0.20

0.43

0.04

0.28

0.17

0.38

0.04

0.25

0.34

0.04

0.13

0.04

0.76

1.74

0.24

0.34

0.04

0.13

0.04

0.82

2.08

0.22

0.34 0.33

0.54 0.57

Productivity Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.09

4.60

0.09

4.62

0.10

4.62

0.10

4.64

0.02

0.01

0.03

0.02

0.02

0.01

0.03

0.02

0.02

0.01

0.03

0.02

0.02

0.01

0.03

0.02

0.02

0.01

0.03

0.06

0.02

0.01

0.03

0.06

0.02

0.01

0.03

0.07

0.02

0.01

0.03

0.07

0.01

0.01

0.02

0.09

4.85

0.22

0.01

0.01

0.02

0.09

4.86

0.22

0.01

0.01

0.02

0.09

4.82

0.25

0.01

0.01

0.02

0.09

4.82

0.25

0.10

0.09

0.06

1.27

0.10

0.09

0.06

1.28

0.12

0.12

0.08

1.41

0.13

0.12

0.08

1.42

0.11

5.33

0.11

5.36

0.11

5.34

0.11

5.37

0.11

5.27

0.11

5.28

0.11

5.28

0.11

5.29

Consumption Preference Shock

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.05

1.40

0.05

0.05

1.40

0.04

0.05

1.39

0.05

0.05

1.39

0.05

0.05

1.42

0.00

0.05

1.42

0.00

0.05

1.42

0.00

0.05

1.42

0.00

1.91

1.15

3.35

1.91

1.15

3.35

1.89

1.14

3.35

1.89

1.14

3.35

2.03

1.23

3.41

0.05

1.67

2.03

1.23

3.41

0.05

1.67

2.02

1.23

3.41

0.05

1.67

2.02

1.23

3.41

0.05

1.67

2.45

1.48

3.48

2.45

1.48

3.48

2.47

1.49

3.49

2.46

1.49

3.49

2.46

1.46

3.46

2.46

1.46

3.46

2.46

1.46

3.46

2.46

1.46

3.46

0.07

1.97

0.65

0.07

1.97

0.65

0.07

1.98

0.71

0.07

1.98

0.71 0.61 0.61 0.64 0.64

Home Price Markup Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.49

0.21

0.48

0.21

0.49

0.26

0.49

0.25

0.38

0.01

0.38

0.01

0.38

0.01

0.38

0.01

6.35

0.13

0.03

1.64

6.35

0.13

0.03

1.64

6.31

0.13

0.03

1.62

6.30

0.13

0.03

1.62

6.31

0.15

0.03

1.65

6.30

0.15

0.03

1.65

6.26

0.15

0.03

1.63

6.26

0.15

0.03

1.63

8.14

0.24

0.03

2.15

8.13

0.24

0.03

2.15

8.19

0.25

0.03

2.14

8.19

0.25

0.03

2.14

8.03

0.20

0.04

2.35

8.03

0.20

0.04

2.35

8.03

0.20

0.04

2.35

8.04

0.20

0.04

2.35

1.03

3.91

1.03

3.91

1.06

4.20

1.07

4.20

1.08

4.21

1.08

4.21

1.12

4.51

1.12

4.51

Foreign Price Markup Shock

Notes: Losses based on simulated variances of the IRFs computed over 40 periods after the
Bayesian estimation of the best-fit model over the full sample. Shock processes are defined in
Argov et al. (2012) and shock size estimates are available in Appendix B, Rule 14. The shad-
ing scheme is defined independently for each row, where lighter shading indicates lower losses
(rescaled numbers).
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Table 12. Loss Functions - Estimated Variances - Laboratory

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.77

2.00

2.22

1.11

1.34

1.56

2.34

1.67

1.91

2.14

1.70

1.94

2.17

0.85

1.08

1.32

1.68

1.91

2.15

0.87

1.11

1.34

1.75

1.98

2.21

0.86

1.09

1.32

1.76

1.99

2.23

0.89

1.12

1.35

1.50

1.74

1.97

0.80

1.03

1.27

0.90

1.14

1.37

1.52

1.75

1.98

0.83

1.06

1.29

0.92

1.16

1.39

1.56

1.79

2.03

0.87

1.10

1.34

0.93

1.16

1.40

1.57

1.81

2.04

0.90

1.13

1.37

0.95

1.19

1.42

1.69

1.85

2.02

1.11

1.28

1.45

1.09

1.26

1.43

1.71

1.88

2.05

1.15

1.32

1.49

1.12

1.29

1.46

1.79

1.96

2.12

1.23

1.39

1.55

1.17

1.33

1.50

1.83

1.99

2.15

1.27

1.44

1.60

1.37

1.54

1.98

2.21

2.43

1.89

2.12

2.10

2.32

2.54

1.25

1.47

1.69

2.08

2.31

2.54

2.49

2.72

2.95

1.36

1.59

1.82

2.26

2.49

2.72

2.66

2.89

3.12

1.56

1.79

2.02

1.81

2.04

2.27

1.87

2.10

2.33

1.99

2.22

2.45

1.21

Notes: Central bank losses from variances simulated after the Bayesian estimation of the best-fit
model over the full sample, for each rule (1 to 16). The shading scheme is defined independently
for each row, where lighter shading indicates lower losses.
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Table 13. Impulse Response-Based Loss Functions - Laboratory

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.05

1.24

1.43

1.12

1.31

1.49

2.56

2.74

2.93

1.00

1.19

1.37

0.92

1.10

1.29

2.38

2.56

2.75

2.56

0.80

0.97

1.14

3.70

1.52

1.69

1.86

0.52

0.68

0.85

2.84

3.01

3.17

2.18

2.35

2.52

0.77

0.94

1.11

3.51

3.68

1.46

1.62

1.79

0.49

0.65

0.82

2.79

2.96

3.13

1.74

1.90

2.06

0.45

0.61

0.77

3.04

3.20

3.36

1.15

1.30

1.46

0.27

0.43

0.58

2.57

2.72

2.88

1.69

1.85

2.01

0.42

0.57

0.73

3.02

3.17

3.33

1.07

1.23

1.38

0.24

0.40

0.55

2.51

2.67

2.82

3.39

3.59

3.78

1.88

2.07

2.27

4.21

4.40

4.60

2.63

2.82

3.01

1.47

1.66

1.85

3.63

3.82

4.01

3.46

3.66

3.86

1.96

2.16

2.35

4.27

4.46

4.66

2.76

2.95

3.15

1.65

1.85

2.04

3.76

3.95

4.14

2.48

2.67

2.85

3.45

3.63

3.82

1.34

1.53

1.72

2.42

2.61

2.79

3.41

3.60

3.78

1.30

1.48

1.67

2.22

2.39

3.36

3.53

3.34

Productivity Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.02

0.07

0.12

0.01

0.06

0.11

0.03

0.08

0.13

0.02

0.07

0.13

0.01

0.06

0.11

0.03

0.08

0.13

0.02

0.07

0.12

0.01

0.06

0.11

0.03

0.08

0.13

0.02

0.07

0.13

0.01

0.06

0.11

0.03

0.08

0.13

0.02

0.07

0.13

0.01

0.06

0.12

0.03

0.08

0.14

0.02

0.08

0.13

0.01

0.06

0.12

0.03

0.08

0.14

0.02

0.08

0.13

0.01

0.06

0.12

0.03

0.08

0.14

0.02

0.08

0.13

0.01

0.06

0.12

0.03

0.08

0.14

0.01

0.06

0.10

0.01

0.05

0.10

0.02

0.06

0.11

0.01

0.06

0.10

0.01

0.05

0.10

0.02

0.06

0.11

0.01

0.06

0.10

0.01

0.06

0.10

0.02

0.06

0.11

0.01

0.06

0.10

0.01

0.06

0.10

0.02

0.06

0.11

0.10

0.14

0.19

0.09

0.14

0.18

0.06

0.10

0.15

0.10

0.15

0.19

0.09

0.14

0.18

0.06

0.10

0.15

0.12

0.17

0.22

0.12

0.17

0.22

0.08

0.13

0.17

0.13

0.17

0.22

0.12

0.17

0.22

0.08

0.13

0.17

Consumption Preference Shock

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.91

1.95

1.98

1.15

1.18

1.21

3.35

3.39

3.42

1.91

1.95

1.98

1.15

1.18

1.21

3.35

3.39

3.42

1.89

1.93

1.96

1.14

1.17

1.20

3.35

3.38

3.42

1.89

1.93

1.96

1.14

1.17

1.20

3.35

3.38

3.42

2.03

2.05

2.08

1.23

1.25

1.28

3.41

3.43

3.46

2.03

2.05

2.08

1.23

1.25

1.28

3.41

3.43

3.46

2.02

2.05

2.08

1.23

1.26

1.28

3.41

3.44

3.46

2.02

2.05

2.08

1.23

1.26

1.28

3.41

3.44

3.46

2.45

2.48

2.50

1.48

1.51

1.53

3.48

3.51

3.53

2.45

2.48

2.50

1.48

1.51

1.53

3.48

3.51

3.53

2.47

2.49

2.52

1.49

1.52

1.54

3.49

3.51

3.54

2.46

2.49

2.51

1.49

1.52

1.54

3.49

3.51

3.54

2.46

2.49

2.51

1.46

1.49

1.51

3.46

3.48

3.51

2.46

2.49

2.51

1.46

1.49

1.51

3.46

3.49

3.51

2.46

2.49

2.51

1.46

1.49

1.52

3.46

3.49

3.51

2.46

2.49

2.52

1.46

1.49

1.52

3.46

3.49

3.51

Domestic Price Markup Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.05

0.05

0.05

0.05

0.05

0.05

0.05

0.05

0.05

0.05

0.05

0.05

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.64

0.64

0.64

0.01

0.01

0.02

0.64

0.64

0.64

0.01

0.01

0.02

0.63

0.63

0.63

0.01

0.01

0.02

0.63

0.63

0.63

0.01

0.01

0.02

0.63

0.63

0.63

0.01

0.02

0.02

0.63

0.63

0.63

0.01

0.02

0.02

0.63

0.63

0.63

0.02

0.02

0.02

0.63

0.63

0.63

0.02

0.02

0.02

0.81

0.82

0.82

0.02

0.03

0.03

0.81

0.82

0.82

0.02

0.03

0.03

0.82

0.82

0.82

0.03

0.03

0.03

0.82

0.82

0.82

0.03

0.03

0.03

0.80

0.80

0.81

0.02

0.02

0.02

0.80

0.80

0.81

0.02

0.02

0.02

0.80

0.81

0.81

0.02

0.02

0.02

0.80

0.81

0.81

0.02

0.02

0.02

0.10

0.10

0.11

0.10

0.10

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

0.11

Foreign Price Markup Shock

Notes: Central bank losses based on variances of the IRFs simulated over 40 periods after the
Bayesian estimation of the best-fit model over the full sample for each rule (1 to 16). Shock
processes are defined in Argov et al. (2012) and shock size estimates are available in Appendix
B, Rule 14. The shading scheme is defined independently for each row, where lighter shading
indicates lower losses (rescaled numbers).
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suming the central bank knows all the information in the (full) sample to estimate
their economic models, an NGDP level targeting rule outperforms a number of
alternatives.
Table 13 highlights that NGDP level targeting stabilizes central bank loss

functions considering the GDP deflator (π̂Yt ) and domestic intermediate good
(π̂Ht ) inflation rates better than IT rules following a productivity shock, and only
GDP deflator inflation following an import price markup shock (international
shock), key for SOEs like Israel.
This laboratory counterfactual analysis does not exclude the relevance of NGDP

rules for various shocks and inflation-type objectives.

D Zero Lower Bound

The estimations presented in the paper include a short period where the nomi-
nal interest rate was potentially at the ZLB. First, the duration of the ZLB period
in our sample differs substantially between the US (approximately 30 quarters)
and Israel (approximately 12 quarters), limiting cross-country comparability of
the ZLB duration. Second, the nature of the ZLB in Israel is distinct from that
of other economies. Notably, Israel never reached the zero nominal interest rate
during the aforementioned 12 ZLB quarters, with the minimum nominal interest
rate hovering at 0.10%. Finally, our estimations rely on a linear model where con-
sidering the ZLB would necessitate employing a non-linear model, which would
significantly complicate, if not entirely preclude, the computational tractability
of our analysis and potentially compromise the clarity of the paper.
Consequently, we reestimate our model over the pre-ZLB period (1994-2015)

to test the robustness of our full sample results presented in the paper and how
the absence of the ZLB period changes our main results.
The estimates of the monetary policy rule parameters over the full sample

(Figure 4) did not change significantly when controlling for the ZLB period (Fig-
ure 5).
Figure 5 indicates that including the ZLB period in the estimation has little

effect on the magnitude of the estimated monetary policy rule parameters.
Table 14 shows the losses for each model and variable based on the estimated

variances calculated over the pre-ZLB period.
Table 14 shows that variances of the CPI inflation (π̂Ct ) rate are low when

Taylor-type rules are considered, while NGDP level rules best reduce GDP de-
flator (π̂Yt ) and domestic intermediate good (π̂

H
t ) inflation rate variances. NGDP

level rules also reduce GDP growth and gap variances better than other rules.

62



Table 14. Estimated Variances - Pre-ZLB Period

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.17

0.15

0.11

0.37

0.97

0.18

0.16

0.12

0.38

0.99

0.03

0.36 0.39

0.20

0.16

0.86

0.19

0.16

0.93

0.15

0.16

0.07

0.34

0.20

0.16

0.03

0.16

0.09

0.10

0.83

0.16

0.09

0.10

0.85

0.16

0.09

0.10

0.93

0.16

0.10

0.10

0.94

0.18

0.12

0.12

0.03

0.36

0.88

0.19

0.14

0.03

0.37

0.92

0.19

0.14

0.13

0.03

0.35

0.96

0.20

0.15

0.03

0.36

1.00

0.04 0.04

0.25

0.23

0.17

1.51

0.27

0.25

0.19

0.04

1.56

0.15

0.04

0.45

0.14

0.04

0.46

0.04

1.43

0.13

0.43

1.42

0.04

0.43

0.04

0.43

0.04

0.42

0.04

0.43

0.13 0.14

Notes: Losses based on estimated variance from the Bayesian estimation for each rule (1 to 16)
over the pre-ZLB period. The shading scheme is defined independently for each row, where
lighter shading indicates lower losses (rescaled numbers).
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Figure 5. Estimated Coefficients of the Rules - Pre-ZLB Period
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The relative performance of policy rules concerning each key central bank
variable remains relatively the same from the estimations over the pre-ZLB pe-
riod compared to the estimates obtained over the full sample.
Table 15 presents the variances of policymaker variables under scrutiny fol-

lowing critical economic shocks under the pre-ZLB period, similar to Table 4.
While the Israeli ZLB period involved strictly positive interest rates of +0.1%,

including this ZLB period in the model estimation may introduce some nonlin-
earities and change the results obtained over the full sample presented in the pa-
per. However, Table 15 shows that controlling for the ZLB period slightly alters
the IRFs of the model compared to Table 4. Importantly, this difference does not
affect the core results - the estimated central bank losses under full and limited
information.
Table 15 further emphasizes the effectiveness of NGDP targeting rules in re-

ducing variances of GDP deflator and CPI inflation after a foreign price markup
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Table 15. Impulse Response-Based Variances - Pre-ZLB (1994-2015)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.21

0.02

0.41

0.13

0.21

0.04

0.49

0.17

0.03

0.26

0.02

0.20

0.40

0.03

1.11

0.21

0.06

0.36

0.03

0.52

0.59

0.09

0.09

0.33

0.03

0.21

0.09

0.34

0.03

0.26

0.17

0.16

0.06

0.32

0.03

0.47

0.55

0.20

0.08

0.34

0.03

0.27

0.21

0.15

0.05

0.32

0.03

0.49

0.64

0.16

0.05

0.30

0.03

0.30

0.39

0.12

0.03

0.29

0.03

0.55

0.94

0.15

0.05

0.29

0.03

0.31

0.46

0.11

0.03

0.28

0.03

1.09

0.35

0.19

0.44

0.04

0.31

0.16

0.43

0.04

0.41

0.23

0.51

0.04

0.40

0.22

0.52

0.05

0.32

0.17

0.45

0.17

0.66 0.94

2.61

0.59

Productivity Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.08

0.06

0.05

5.18

0.08

0.06

0.05

5.12 4.85 5.20

0.05

0.03

0.06

0.01

0.04

0.02

0.05

0.02

0.02

0.02

0.00

0.06

4.48

0.48

0.05

0.04

0.06

0.04

0.03

0.01

0.03

0.05

0.03

0.02

0.03

0.05

0.02

0.01

0.03

0.05

0.03

0.01

0.03

0.06

0.01

0.01

0.02

0.09

5.06

0.21

0.01

0.01

0.02

0.09

5.02

0.21

0.01

0.01

0.02

0.08

4.99

0.24

0.01

0.01

0.02

0.08

4.96

0.25

0.10

0.71

0.10

0.73

0.17

0.15

0.12

0.12

1.15

0.16

0.14

0.10

0.12

0.99

0.12

5.94

0.12

5.95

0.11

5.81

0.11

5.54

0.11

5.48

0.10

5.49

0.10

5.42

Consumption Preference Shock

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

2.24

1.39

3.26

0.04

1.28

0.02

2.18

1.34

3.16

0.04

1.23

0.02

2.29

1.45

3.39

0.04

1.22

0.03

2.10

1.31

3.06

0.04

1.14

0.03

2.32

1.44

3.40

0.04

1.32

0.00

2.32

1.43

3.40

0.04

1.32

0.00 0.02

4.15

0.05

1.62

0.00

1.68

1.08

3.07

0.05

1.67

1.70

1.10

3.11

0.05

1.66

1.63

1.06

3.10

0.05

1.74

1.66

1.08

3.13

0.05

1.72

2.00

1.27

3.49

0.05

1.65

2.04

1.29

3.53

0.04

1.63

1.97

1.25

3.48

0.05

1.67

2.00

1.27

3.52

0.05

1.66

3.75

2.30

5.40

0.09

2.61

2.80

1.76

0.49 0.49 0.63 0.60 0.57 0.54 0.67 0.64

Home Price Markup Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.21

3.74

0.11

0.02

0.97

0.05

0.23

4.08

0.12

0.02

1.08

0.06

0.21

3.37

0.13

0.02

0.90

0.07

0.23

3.92

0.11

0.02

1.08

0.08

0.15

3.01

0.14

0.02

0.81

0.00

0.17

3.38

0.16

0.02

0.91

0.00

0.45

0.06

0.21

3.96

0.19

0.02

1.07

0.00

4.05

0.09

0.02

1.01

4.12

0.10

0.02

1.03

4.06

0.09

0.02

1.02

4.12

0.10

0.02

1.03

4.10

0.12

0.02

1.02

4.17

0.12

0.02

1.05

4.14

0.12

0.01

1.03

4.19

0.13

0.01

1.05

7.43

0.36

0.03

1.73

0.67

2.04

0.68

2.08

0.75

2.54

0.76

2.50

0.71

2.54

0.71

2.48

0.79

2.99

0.78

2.88

Foreign Price Markup Shock

Notes: Losses based on simulated variances of the IRFs calculated over 40 periods and derived
from the Bayesian estimation of the models over the pre-ZLB period. Shock processes are defined
in Argov et al. (2012) and shock size estimates are available upon request. The shading scheme
is defined independently for each row, where lighter shading indicates lower losses (rescaled
numbers).
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shock. For example, rule 5 (NGDP level targeting) minimizes output growth,
nominal depreciation, and variances of both GDP deflator and CPI inflation fol-
lowing such a shock. IT rules also perform well in minimizing variances of GDP
deflator and CPI inflation. However, NGDP level targeting rules outperform
in minimizing variances of domestic intermediate good inflation, output gap,
output growth, and nominal depreciation following a consumption preference
shock. Finally, following a productivity shock, NGDP level targeting rules excel
at minimizing GDP deflator variance, while NGDP growth targeting rules are
best at minimizing output growth and nominal depreciation variances.
Table 16 shows the estimated losses over the pre-ZLB period from a spectrum

of central bank loss functions.21

Table 16. Loss Functions - Estimated Variances - Pre-ZLB (1994-2015)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.69

1.88

2.06

1.47

1.65

1.84

1.13

1.32

1.51

1.76

1.95

2.13

1.55

1.74

1.92

1.22

1.40

1.59

1.98

2.17

2.36

1.61

1.81

2.00

1.92

2.11

2.30

1.64

1.83

2.02

1.50

1.70

1.90

1.63

1.84

2.04

0.74

0.94

1.15

2.00

2.16

2.31

1.59

1.75

1.90

1.46

1.61

1.58

1.79

1.99

0.88

1.08

1.29

0.97

1.17

1.38

1.59

1.80

2.00

0.91

1.11

1.32

1.00

1.20

1.40

1.63

1.84

2.04

0.93

1.14

1.34

0.98

1.18

1.38

1.63

1.84

2.04

0.96

1.16

1.36

1.00

1.20

1.40

1.79

1.96

2.13

1.25

1.42

1.59

1.19

1.36

1.53

1.89

2.06

2.23

1.37

1.54

1.72

1.48

1.65

1.91

2.07

2.23

1.38

1.54

1.70

1.28

1.44

1.61

2.02

2.19

2.35

1.51

1.67

1.84

2.46

2.62

2.79

2.28

2.45

2.61

1.67

1.83

2.00

2.69

2.87

3.06

2.51

2.69

2.88

1.86

2.05

2.23

1.47

1.66

1.86

1.43

1.62

1.81

1.30 1.31 1.41

1.57

1.74

Notes: Central bank losses based on estimated variance from the Bayesian estimation for each
rule (1 to 16) over the pre-ZLB period. The shading scheme is defined independently for each
row, where lighter shading indicates lower losses.

NGDP level targeting outperforms other rules in minimizing variances of do-

21If the pre-ZLB period contains T periods, Table 5 considers ET [Lt], which corresponds to
estimations over the full information set.
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mestic intermediate good inflation (π̂Ht ) and GDP deflator (π̂
Y
t ). For CPI inflation

(π̂Ct ) objectives, IT rules with output growth targeting perform well, particularly
rule 9. Notably, the best rules within this regime also appear to target nominal
depreciation.
Table 17 presents central bank losses based on IRFs following various domes-

tic and foreign price markups, productivity, and consumption preference shocks.
The losses are calculated for a range of estimated central bank loss functions over
the pre-ZLB period.
The IRF-based losses presented in Table 17 also point to the superiority of

NGDP rules for several policymaker preferences, even following domestic price
markup shocks concerning the domestic intermediate good inflation. NGDP
level targeting proves more effective than IT rules in stabilizing central bank
loss functions, particularly for GDP deflator inflation (π̂Yt ) following productiv-
ity, consumption preference, and foreign price markup shocks.
The ZLB period may alter the trade-offs between stabilizing inflation, output,

and exchange rates faced by the central bank. Controlling for the ZLB period
does introduce minor changes to the transmission mechanism. As evidenced by
comparing Table 17with Table 6, the ZLB period slightly influences the estimated
IRFs, involving the dynamics and transmission of shocks within our models to
also slightly differ.
Our analysis under full information suggests that controlling for the ZLB pe-

riod does not significantly change the estimated weights within the rules and
central bank loss functions, even when considering various definitions and cen-
tral bank preferences, compared to the results over the full sample.
Table 18 presents the estimations of the expected value of loss functions given

the information available at the current date (Et [Lt]) over the pre-ZLB period.
Even when controlling for the ZLB period and limited to real-time informa-

tion available up to the current date, like real-world policymakers, NGDP level
targeting rules still appear to minimize most central bank loss functions. This
suggests that NGDP targeting could be a valuable tool for real-world decision-
making, even when controlling for potential nonlinearities introduced by the
ZLB period.
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Table 17. Impulse Response-Based Loss Functions - Pre-ZLB (1994-2015)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.96

2.13

2.29

4.00

4.16

4.33

2.08

2.22

2.36

0.62

0.76

0.90

3.63

3.77

3.91

0.85

1.01

1.17

0.91

1.07

1.23

3.33

3.49

3.65

2.13

2.28

2.44

0.87

1.03

1.18

3.39

3.55

3.70

1.64

1.80

1.95

0.58

0.74

0.89

3.25

3.40

3.56

2.01

2.17

2.32

0.78

0.93

1.09

3.36

3.51

3.66

1.52

1.68

1.83

0.52

0.68

0.83

3.19

3.35

3.50

1.60

1.74

1.88

0.52

0.66

0.79

3.02

3.15

3.29

1.19

1.32

1.46

0.33

0.47

0.60

2.89

3.03

3.16

1.50

1.64

1.77

0.45

0.58

0.72

2.94

3.07

3.20

1.07

1.21

1.34

0.28

0.42

0.55

2.80

2.93

3.06

3.49

3.69

3.89

1.93

2.13

2.33

4.37

4.57

4.77

3.10

3.31

3.51

1.62

1.83

2.03

4.29

4.49

4.70

4.09

4.29

4.49

2.34

2.54

2.75

5.12

5.32

5.53

3.99

4.25

4.51

2.19

2.45

2.71

5.20

5.45

5.71

3.20

3.36

3.52

1.66

1.82

1.98

4.45

4.61

4.77

1.75

1.91

2.08

Productivity Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.08

0.13

0.18

0.06

0.11

0.16

0.05

0.10

0.08

0.13

0.06

0.11

0.17

0.05

0.10

0.05

0.10

0.16

0.03

0.08

0.14

0.06

0.04

0.10

0.16

0.02

0.08

0.14

0.05

0.02

0.05

0.08

0.02

0.05

0.08

0.00

0.03

0.07

0.05

0.10

0.16

0.04

0.09

0.15

0.06

0.03

0.08

0.13

0.01

0.07

0.12

0.03

0.09

0.14

0.03

0.08

0.13

0.02

0.07

0.12

0.03

0.09

0.14

0.02

0.08

0.13

0.01

0.07

0.12

0.03

0.08

0.14

0.03

0.08

0.13

0.01

0.07

0.12

0.03

0.08

0.14

0.01

0.05

0.10

0.01

0.05

0.10

0.02

0.06

0.11

0.01

0.05

0.10

0.01

0.05

0.10

0.02

0.06

0.11

0.01

0.05

0.10

0.01

0.05

0.10

0.02

0.06

0.10

0.01

0.05

0.10

0.01

0.05

0.10

0.02

0.06

0.100.15

0.19

0.15

0.17

0.23

0.29

0.15

0.21

0.26

0.12

0.17

0.23

0.16

0.22

0.27

0.14

0.20

0.26

0.10

0.16

0.22

0.12

0.17

0.11

0.17

0.11

0.17

Consumption Preference Shock

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

2.24

2.27

2.29

1.39

1.41

1.43

3.26

3.28

3.30

2.18

2.20

2.22

1.34

1.36

1.38

3.16

3.18

3.20

2.29

2.31

2.33

1.45

1.47

1.49

3.39

3.41

3.43

2.10

2.12

2.14

1.31

1.33

1.35

3.06

3.08

3.10

2.32

2.34

2.36

1.44

1.46

1.48

3.40

3.42

3.44

2.32

2.34

2.36

1.43

1.46

1.48

3.40

3.42

3.44

4.15

4.18

4.20

1.68

1.71

1.73

1.08

1.10

1.13

3.07

3.10

3.12

1.70

1.73

1.75

1.10

1.12

1.15

3.11

3.14

3.16

1.63

1.66

1.68

1.06

1.08

1.11

3.10

3.13

3.15

1.66

1.69

1.71

1.08

1.10

1.13

3.13

3.16

3.18

2.00

2.02

2.04

1.27

1.29

1.31

3.49

3.51

3.53

2.04

2.06

2.08

1.29

1.31

1.34

3.53

3.55

3.57

1.97

1.99

2.01

1.25

1.27

1.30

3.48

3.51

3.53

2.00

2.03

2.05

1.27

1.29

1.32

3.52

3.54

3.57

3.75

3.79

3.84

2.30

2.34

2.39

5.40

5.44

5.49

2.80

2.82

2.85

1.76

1.78

1.80

Domestic Price Markup Shock
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.02

0.02

0.02

0.37

0.38

0.38

0.01

0.01

0.01

0.02

0.02

0.02

0.41

0.41

0.41

0.01

0.01

0.01

0.02

0.02

0.02

0.34

0.34

0.34

0.01

0.01

0.01

0.02

0.02

0.02

0.39

0.39

0.39

0.01

0.01

0.01

0.02

0.02

0.02

0.30

0.30

0.30

0.01

0.02

0.02

0.02

0.02

0.02

0.34

0.34

0.34

0.02

0.02

0.02

0.04

0.05

0.05

0.02

0.02

0.02

0.40

0.40

0.40

0.02

0.02

0.02

0.41

0.41

0.41

0.01

0.01

0.01

0.41

0.41

0.41

0.01

0.01

0.01

0.41

0.41

0.41

0.01

0.01

0.01

0.41

0.41

0.41

0.01

0.01

0.01

0.41

0.41

0.41

0.01

0.01

0.01

0.42

0.42

0.42

0.01

0.01

0.01

0.41

0.41

0.42

0.01

0.01

0.01

0.42

0.42

0.42

0.01

0.01

0.01

0.74

0.74

0.75

0.04

0.04

0.04

0.07

0.07

0.07

0.07

0.07

0.07

0.07

0.08

0.08

0.08

0.08

0.08

0.07

0.07

0.07

0.07

0.07

0.07

0.08

0.08

0.08

0.08

0.08

0.08

Foreign Price Markup Shock

Notes: Central bank losses based on simulated variances of the IRFs calculated over 40 peri-
ods and derived from the Bayesian estimation of the models over the pre-ZLB period. Shock
processes are defined in Argov et al. (2012) and shock size estimates are available upon request.
The shading scheme is defined independently for each row, where lighter shading indicates
lower losses (rescaled numbers).
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Table 18. Loss Functions - Estimated Variances Under Limited Information -
Pre-ZLB (1994-2015)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1.39

0.93

0.98

1.03

1.39

0.98

1.03

0.97

1.01

0.98

1.03

1.32

1.36

0.93

0.97

1.01

0.90

1.31

1.35

0.93

0.96

1.00

0.88

1.05

1.19

1.32

0.55

0.69

0.82

0.93

1.38

0.96

0.99

0.93

1.38

0.93

0.96

0.99

0.93

1.40

0.96

0.99

0.94

1.39

0.93

0.96

0.99

0.94

1.32

1.34

0.93

0.95

0.97

0.92

1.32

1.34

0.95

0.97

0.91

1.36

0.95

0.98

0.93

1.36

0.95

0.97

0.92

1.29

1.34

0.86

0.91

0.97

1.29

1.34

0.93

0.87

0.92

0.97

1.42

1.46

1.50

0.93

0.92

0.96

1.00

1.40

1.45

1.50

0.93

0.91

0.96

1.01

1.28

0.81

0.86

1.27

0.80

0.84

0.93

1.06

1.20

1.30

1.43

1.55

1.05

1.18

0.83

0.96

1.08

1.32

1.35

0.93

0.87

0.90

1.32

1.35

0.87

0.90

1.34

1.37

0.93

0.88

0.91

1.34

1.37

0.88

0.91

1.30

0.87

0.89

1.30

0.93

0.87

0.89

1.31

1.34

0.93

0.87

0.90

1.31

1.34

0.93

0.88

0.90

Notes: Central bank losses from the estimated variances under limited information and over the
pre-ZLB period, for each rule (1 to 16). The shading scheme is defined independently for each
row, where lighter shading indicates lower losses.
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