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Aggregation versus Disaggregation -

What can we learn from it?

Alex Tlek!

Abstract:

This paper identifies a possible bias in the relevance of certain variables explaining CPI inflation
when estimated on an aggregate basis. Since the bias can lead to an unjustified exclusion of variables
from the CPI inflation regression, I propose the alternative technique in order to better identify the
relevance of economic variables in explaining CPI inflation.

This paper also shows that the approach of modeling inflation through the disaggregation of its
components is superior to the aggregated approach, because disaggregation increases both the
accuracy of inflation forecasts and the efficiency of monetary policy management. I compare the
performance of the aggregated and disaggregated monthly structural models for inflation processes
in Israel, whereby the central bank interest rate and other economic variables are determined
simultaneously with the inflation rate.

Within these two different structural models, I also examine the implications on the central bank loss
function of incomplete information regarding certain unobserved economic variables, and
misidentification of the true inflation process in the economy. It was found that the disaggregated

model generates smaller loss to the economy then does the aggregated model.

' Monetary Department, Bank of Israel. I would like to thank A.Offenbacher, D. Elkayam and my colleges in the
Monetary Department for their helpful comments on this work. Special thanks to E. Azoulay for his help and important
advice.



1) Introduction

Most central banks in the world use price stability as their principal monetary policy objective?.
In order to achieve price stability, the central bank changes its policy instrument (generally the
interest rate), according to its expectation of price developments in the future, thereby
positioning the enhanced accuracy of inflation projections as a key monetary-policy task.

The quality of forecasts of any economic variable including inflation, depends on: the
identification of the data generating process of the relevant economic variables (specification),
and the identification of their parameters (through the use of estimation or calibration methods).
The New-Keynesian theory (Calvo (1983), (C.G.G [1997]) supports the theory that the process
of price adjustment by firms is not continuous, mainly because these adjustments are costly.
When firms set prices for their goods, they take account of the expected price level in the future
and of the level of real activity. Price setting may also be influenced by past price developments
(inflation inertia); (see Fuhrer and Moore [1995]) and, in the small open economy, prices are
affected directly by exchange rate changes and world prices (see Svensson (2000)).

In reality however, changes in separate CPI components may not be consistent with these
theoretical principles. Indeed, some components are affected by prices that are
controlled/supervised by the government rather than determined by market forces (energy prices
for example). In other components, prices are determined primarily by old habits of the different
agents in the economy. Most noticeable in this respect are housing rentals, which are indexed to
the shekel price of dollar, despite the fact that housing services are not considered a tradable
commodity.

The fact that prices of certain CPI components react in Israel in a different manner than expected
on the basis of their "theoretical" considerations calls for the development of a unique approach
to modeling Israel's inflation’. Disaggregating the CPI to its main components and explaining
each one through its unique explanatory variables could improve the estimation and reduce
distortions identified in the aggregated CPI estimation. At the same time, disaggregation entails

risks of mis-specifying some of the CPI components, undermining the forecast quality of price

? Israel's inflation target range has been between 1 to 3 percent since 2003, after a long disinflation process experienced
during the 1990s.
* Based on the New-Keynesian Theory.



changes in the different components and leading to a possible weak forecast of total CPI'. A
decision on the optimal degree of disaggregation should therefore include considerations on the
important tradeoff between the advantages and disadvantages of disaggregation. In this context,
one important factor concerns our level of certainty about the data generating process of these
components.

The question of aggregation versus disaggregation has been debated by many researchers in
theoretical and empirical economic literature’ since the 1950s. Theil (1954), Grunfeld and
Griliches (1960), and others mentioned the following advantages inherent in the disaggregation
of economic variables: (1) Disaggregation enhances flexibility in the specification and in the
dynamic structure of each component and thereby brings efficiency to the use of the relevant
information that eventually improves the forecast of an aggregate variable such as the CPIL.
(Barker and Pesaran [1990]); (2) Disaggregation provides complete/partial offset of residuals
derived from the separately estimated components. This offset reduces the variance of the
unexplained part of the goal variable (CPI) and thus enables more efficient forecast of it; (3)
Disaggregation enables examination of the difference between responses of the CPI components
to shocks in the economy (see Bils, Klenow and Krystov (2003), Demers and Champlain (2005).
This is crucial for monetary policymakers as they can more easily identify the source of inflation
pressures in the economy; (4) Disaggregation could point to the nature of the inflation pressures -
whether they are transitory (seasonal factors, energy etc.) or whether they are permanent and
reflected in core inflation. This issue has a crucial impact on the conduct of monetary policy.
Along with the advantages of disaggregation, the following are its main drawbacks: (1) The
wrong specification of the components may bias the inflation forecast for the goal variable (CPI);
(2) Even when specification is handled correctly, the inclusion of a higher number of explanatory
variables in the disaggregated equation tends to increase the effect of measurement errors on the
accurate forecasting of the CPI; (3) The residuals derived from each component may not offset

and more efficient forecasting of the aggregate variable will therefore not be achieved.

* The forecast of total CPI is calculated as a weighted average of its components forecasts using their weight in the CP
index.

> In the economic literature the question of disaggregation is relevant not only to the CPI, but also in other fields. For
example Marcellino, Stock and Watson (2001) examined if the forecast of inflation in the in the Euro area can be
improved by making separate forecasts for each country included in eurozone and then aggregate this forecast - versus
direct forecast of inflation in the eurozone.



The lack of unequivocallity about disaggregation has been reflected also in the empirical work of
many researchers. Lutkepohl (1987) and Hubrish (2004) conclude, based on simulations in small
samples, that it is not necessarily better to disaggregate CPI by its components (and model each
component separately) in order to improve the forecast for the inflation of CPI. The superiority
of the disaggregation versus direct forecasting of inflation, depends mainly on the correct
identification of specification and on the estimated parameters in each component's equation.
Reijer and Vlaar (2003) conducted empirical tests using the Netherlands data and did not find
persuasive evidence in favor of disaggregation. Their results showed that disaggregation
improves the inflation forecast only in the short run, while in the medium and in the long run the
direct forecasting of inflation is better. Benatal et al. (2004) arrived at a similar conclusion based
on the eurozone data. Demers and Champlain (2005), who used data on Canada, obtained more
encouraging results: separate modeling of the CPI component significantly improved inflation
forecasts for all terms, particularly for the short term. An alternative approach to the
improvement of CPI inflation forecasting using VAR was proposed by Hendry and Hubrish
(2006). They showed theoretically that the inclusion of lags of individual components in the
equation of CPI inflation, in addition to the lags of CPI inflation itself, improves the forecast of
CPI inflation. However, empirical examinations in the USA and in the Euro-Area provided
partial support for their theoretical findings.

One important reason why these studies have failed to improve inflation forecasts through
disaggregation can be connected to the fact that the CPI components were treated homogenously,
meaning that each component was explained by the same block of variables. This leads to an
"over fitting" phenomenon, eventually deteriorating out of sample inflation forecasts.
Additionally, ignoring certain important unique variables explaining separate CPI components
could detract from the forecast results.

In Israel, the need to disaggregate the CPI and model certain of its components separately was
emphasized in empirical investigations. Bruno and Sussman (1979), Azoulay and Elkayam
(1997) based their theoretical framework on the assumption that the CPI is an average of two
components: tradable and non-tradable goods. Notwithstanding the recognition for this
separation, they choose to model the CPI inflation directly, because of their practical and
theoretical difficulties involving the separate component estimations. Suchoy and Rotberger

(2006) separated the CPI into fourteen subgroups in the consumption basket and estimated each



of them using X-12-ARIMA method. Even though the authors did not discuss specifically the
benefits of disaggregation, they mentioned the importance of the addition of certain economic
variables in improving the accuracy of their model inflation forecasts.

It should be noted that the above mentioned literature has dealt with the two approaches of
inflation forecasting based on pure statistical models. These statistical models, such as ARIMA
and VAR, used a few economic variables influencing the CPI, and were characterized with many
exogenous variables that are not determined within the model. Furthermore, with these statistical
models it is unreasonable to forecast inflation for more than one or two periods ahead. This is
because in real time the explanatory variables (for example, the exchange rate, interest rate,
world prices etc.) that are not determined within the model, are known only ex-post. Assuming
some exogenous path of these variables, in most cases, would not be consistent with the path of
inflation and other variables. Moreover, in an inflation targeting regime, the assumption that the
interest rate can be constant or exogenous during the forecast period is "inherently problematic
and confusing..., it should be abandoned sooner rather than later" (Svensson [2006]).
Undoubtedly, the lack of structural relationships within these statistical models is a key reason
for their failure to providing comprehensive answers to the following questions: What is the
derived long-run inflation solution? Is this solution consistent with the central bank inflation
target? What should be the policy rate consistent with the monetary policy objective? Therefore,
in order to produce improved short and medium term inflation forecasts, it is crucial to develop a
structural model where the monetary policy instrument (the interest rate) and other economic
variables are endogenous, and are determined simultaneously with inflation.

This study seeks to compare disaggregated and aggregated inflation forecasts in a novel
structural model estimated monthly. Under this approach, other variables, such as interest rate,
output gap and other economic variables, are determined simultaneously with the CPI inflation.
The structural model, constructed under two versions, is based on the New-Keynesian theory, but
emphasis is given to its empirical characteristics. Furthermore, the model enhances policy-
makers’ ability to analyze the impact of the incomplete information of some crucial variables on

the central bank loss function®.

% The monetary policy loss function is present below.



This paper also discusses the important possible bias in the relevance of some variables
explaining CPI inflation when estimated aggregatively’. I show that the bias exists in some CPI
components that are mainly characterized with unique explanatory variables, which could then
lead to an unjustified exclusion of variables from the CPI inflation regression. Surprisingly, the
bias in the relevance is also found in common factor variables that tend to affect all components
in the CPL. I therefore propose in this paper an alternative technique in order to better identify the
relevance of explanatory variables in the CPI equation, even though it may appear less statistical.
The paper is organized as follows: Chapter 1 introduces the bias in the relevance of some
variables explaining CPI inflation when estimated aggregatively. Chapter 2 compares the
goodness of fit in the aggregated and disaggregated measures. Chapter 3 discusses the
consequences of the erroneous assessment of unobserved variables and true inflation process in
the economy on monetary policy loss function. Eventually, the main conclusions of this paper

are presented in Chapter 4.

1. Heterogeneous Behavior of CPI Components - Consequences for Statistical
Identification in Inflation Estimation, Performed Through the Aggregative

Approach

This chapter discusses identification issues involved in estimating CPI inflation using the
aggregative approach. I claim that the heterogeneous behavior of CPI components and the presence
of a positive correlation between their shocks, may mistakenly decrease the significance level of
certain explanatory variables included in the CPI inflation equation. These variables consist of
common factor variables, affecting all CPI components, and unique variables, affecting only specific
components. Specifically, I show that under some conditions, there is a tendency to accept the null

hypothesis (and infer the lack of significance of the explanatory variables), when the null hypothesis

is virtually false, resulting in a second order error.

71t is important to note that the concept "bias in the relevance" here refers to the likelihood of unintentionally omitting
important variables in the estimation of aggregated CPI equation. It doesn't deal with bias in distribution of errors in the
aggregated equation resulting from real statistical issues in parameters. One main assumption in this research is that the
errors in the aggregated equation are independent and identically distributed.



1.1 Describing CPI Components Behavior

CPI is defined as a weighted average of its components:
b = Z a;pi(e;)
i=1

Where p;(a;) is the price level of the i component and ¢; is its weight, i =1...n
For the sake of simplicity, we will assume that the CPI includes only two components, p, and p,,

the CPI is then:

(1) po=op/+(1=a)p] => 4p=atp] +(1-a)4p;

where « is the first component weight.

I will now examine two cases. The first case examines the bias in the relevance of common factor
variables and in the second case this issue is examined when different explanatory variables are

included in each of the CPI components.

1.1.1 Case 1: Existence of a Common Factor

Assume that the true data generating process of these two components is described as follows:

(2) Mp!=pBx +p+e & ~N(0o7)

(3) 4p] =pox,+& & ~N(0,03)

where x is the common group of explanatory variables included in each component, and z is the

unique group of explanatory variables included only in the first component. z includes factors

affecting the relative price of specific components, where x includes factors reflecting inflationary

pressures in the whole economy. I assume that x,z are weakly exogenous, making it possible to
estimate the two components by means of the O.L.S. method. Substituting (2) and (3) into (1) gives

the true data generating process of total CPI.

(4) dp, =a(Byx,+ iz +e)+(1-a)(fox,+ & ) =[af +(1-a)B,)]x, + oy, +
+[ag +(1-a)el ]

After rearranging (4) the true CPI inflation behavior is:

(5) Ap,=fx,+y'z+¢

[,B* = aff; +(]—a)ﬂz;7/* 20,’7/,'8* :agl +(1—a)52]

10



Practically, estimation of (5) in finite samples should provide consistent parameter estimators.
However, these estimators may not be statistically significant and may therefore unjustifiably result
in the exclusion of important variables explaining inflation, leading to a reduction in the equation’s
ability to accurately represent the inflation process and result in it producing failed forecasts. The
factors affecting the statistical significance of the unique group z are: (1) The weight of component

2
1 in the CPI (&) ; (2) The variances ratio of shocks in components 1 and 2 (0-—22) ; (3) The correlation
0,

between shocks in components 1 and 2 (p;,). The factor affecting the statistical significance of

common factor variables is the correlation between shocks in components 1 and 2 (p;, ).

1.1.2 Case 2: Non-Existence of a Common Factor

Let us assume now that the true data generating process of the two components is as follows:
(6) 4p/ =px, +p +& & ~N(of)

(7) 4p] = Boy, +& &’ ~N(0,03)

It can be seen that the explanatory variables included in the first component are completely different
and independent from those included in the second component. If I substitute (6) and (7) into (1) the
true CPI inflation process will be:
(8) dp, =a(Byx,+rz, +e)+(1=a)(foy, +& )= afx, +ay, +(1-a)By, +
+as! +(1-a)s]
Rewriting (8):
(8') Ap, =ax+pz+py+¢
* % * * Ji 2
a =af;. By =ay.py=(1-a)fy e =ag +(1-a)g
As in case 1, the estimated coefficients can be consistent but the possibility of unjustifiably dropping

some important variables remains also here. The proof we see later.

11



1.2 Mathematical Proofs
1.2.1 Case 1: With Common Factors

A. The identification of unique variables (z)

I analyze now the factors that cause the bias in statistical relevance of unique variables (z). Assume

that each group of the explanatory variables x,y includes only one element. In addition assume

independence between x and z°®. Define:

s=S5-5 (Scx,z,y,40,,4p,,4p )

From the estimation of equation (2) I can obtain the estimated parameter and its variance:

: z;4py; " o’
(9) 7/1:%’ var(y]):zlziz'

The t-statistic is derived as follows:

A

" 2
(10) t(y,)= Vi :ZZ"Af”/ 0'12 _ ZZiAPI;‘
SE(r,) 25 \XF oYz

Equation (10) can be transformed to the following alternative form:

Z z;4p;;
o
The estimated parameter from estimating (5) is:

" Ap.z; odp,; +(1—a)Ap,; )z, a ) Ap,.z; "
(]2) 722 pll:Z( Vi ( )p2z)t: thl:a]/]

2.z 2.z 2.z
Z Z; Z;
A

Before I present the variance of y, it is necessary to examine the statistical properties of shocks in

(11) Wy, )o; =

the aggregated equation (5):
g =agl +(1-a)s’
Now the variance of the shock is:

var(gt*) = a20'12 +(]—05)2O'22 +2a(l-a)o,, (0,,=p;,0,0,)

In the following step I calculate the variance of y :

8 Violation of this condition will complicate calculations; the main conclusion remains.

12



var(e, ) B a’cl+(1-a) o; +2a(l-a)p,,0,0,

2 2
ZZI- ZZ,-

(13) var(y)=

Its t-statistic is:

) il Oz, ao] +(1-a) o) + 2a(1-a)p;,00,
( 4) t(?’) - 222 / ZZZ
Rearranging (14):
) a) A,z
(14) 1(y)= 2

\/Zzlz \/azaf +(l-a)'c; +2a(l-a)p,,0,0,

Substitute (11) into (14'):

ao;

(15) uy)= Wy.)

\/azo'f +(l-a)'c; +2a(l-a)p,,0,0,

Divide both the numerator and denominator by o; :

(16) t(Z/) — (94
1y,) \/a2+(]_a)2k2+20‘(1_05),012k

Equation (16) is divided by the weight « :

(17 |10 !

a 2,2
((y,) K +28pp,+1
Where k=2,§:1_—a‘

The t-statistic ratio in the first component equation and in the CPI equation depends on three factors:
the weight of the first component in the CPI, the variance ratio between shocks in both components,

and the correlation between these shocks.

Now I identify the conditions under which the #(y ) has a downward bias:

13



(18) ! <1

&K +28kp,, +1

Rearranging (18):
(19) S8k +2%kp,, >0

, ok
(19')  pp>——
2
Eventually, the condition for a bias in the statistical inference is:
(a - 1) k
2a

(20) P >

Condition (20) is necessarily valid if p,, >0 (because the right hand side of the term is always

negative). Additionally, in a special case when the weight « is sufficiently large and there is strong
negative correlation between shocks, the t-statistic in the aggregated CPI equation is larger then in

the equation of the first component.

B. The identification of common factor variables (x)

So far I have analyzed the identification problem of the unique variable z in estimating the CPI
inflation equation (aggregative approach). Now, I perform similar analysis on common factor
variables x. The estimated parameter of variable xand its variance can be calculated using

equation (2):

2
(21) = % var( ) = S

Similarly, the estimated parameter of variable x and its variance can be calculated from (3):

A 2
(22) p, = ZZ = Va’”(ﬁz)—zx’

The t-statistic of ,6' ; (from equation 2) is:

A p A ) 2 Np ..
(23) i(py) =P 25, | of o D i(p)o, - 2 i 41
SE(B,) 2% 2N oY DX

14



The t-statistic of £, (from equation 3) is:

A p Ap,. 2 Ap .
(24) t(ﬂz)z ﬂgA _Z'xl p21/ o, _ Z'xz P i

S.E.(ﬁ’g)_ DR DI _Gz\/ZXf

=>1(p,)o, =

The estimated parameter £ and its variance in the CPI inflation equation (5) are:

A . ) ]— Oy A A
(25) (f= Zi‘i;xl _ (e +Z(IX~2 W% v (1-a)p

A * 2 2 2 2
var( & a‘o;+(l-a) o, +2a(l—«a o,0

(26) var(ﬂ): (é): 1 ( ) 2 > ( )pIZ 1¥2
E,xi E,xi

The t-statistic can be immediately derived:

(27) «(B)=

2
acit(B,)+(1-a)ot(f,)

\/0/0'12 +(l-a) o] +2a(l-a)p,,0,0,

2
in

(27") «(B)=

Equation (27') is divided now by o,and by (/- ):

- ﬁzwmkz(ﬁz)
t =

a 2a
\/()2+k2+ Pk
-« -«

o
where k =—2.
0

As oppose to the case 1, here it is impossible to express explicitly the t-statistic ratio of parameter

A

f derived from the three different estimations. As a result, the analysis is conducted as follows: As

we saw before, estimating the two components (1 and 2) gave us the t-statistic for parameter of

common factor variables. The main question now should be presented in this way: If is it possible

15
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that the t-statistic of the common factor parameter in the direct estimation of CPI inflation equation

might be smaller then the smallest t-statistic derived from estimating two separate components?

A

These two cases should be examined: the first case is #(f,) > ¢(f,) > t( ) and the second one is

() > i(B)> ().

The Analysis of Case 1

The question in review is under what conditions equation (29) can be valid:

o

. B k() .
(29) t(B)= a <U(B,)

\/(“ Pkl 2% ok
I—«a -«

(30) St(B,)+kt(B,)<t(B,)r  when 7r=\/§2+k2+25p12k, 5=JL
4

After some arrangements I get:

(31) S(B,)<t(B,)[x—k]

The derivation of the t-ratio is given by:

A

t(ﬁ]) < -k
wp,) °

(32)

Since in this case (5, ) > t( 3, ) , the condition in (33) must hold:

w—k

>] =>=x>0+k

(33)

In (34), = can be express by the original variables:

(34) 67 +k> +20p k> 5 +k

With simple algebraic arrangements I obtain (35):

16



(35) 62 +k% +28p,,k > 67 +k% + 20k

And (36) is the condition for a bias in the statistical inference:

(36) |p12>0

The Analysis of Case 2:

The question here is under what conditions equation (37) can be valid:

LB, )+k(B,) .

(37) 1(p)=—~1=2 - <t(f,)
J( Lk " pk
-« -«
(38) 5t(,2’,)+kt(b2)<t(ﬁj)ﬁ when 1 =187 +k° +25p,k, 5:%
-a

After arrangements (39) is derived:

(39) kt(B,)<t(B,)[7—-5]

The t-ratio is then:

f(ﬁ2)<77—5

(40)
wp,) k

A A

Because in this case #(f,) > t( 5, ), the condition in (41) must hold:

T

5>I=>7r>5+k

41) —
(41) .
From this stage the mathematical development is similar to that implemented in case 1, and

eventually (42) is the same condition of bias in the statistical inference:

(42) |pPi>0

17



Case B — Analysis of Non-Existence of a Common Factor in CPI components

The estimators and their variances of equation (6) including one component are presented in (43):

" [ i 2 pl 2
(43) y_zz—2,var(7)—z 7 ﬂ, ZZ 2’ , ar(,BJ)—ZXI

The estimators and their variances of equation (7) including two components are presented in (44):

nyiAPZi p 622
=5 var(B,)=
> v I

(44) %2 =

The t-statistics for these three estimated parameters are as follows:

(45a) f(,g’l)= ,BzA :indfu/ afZZinAp,;.
sE(p,) 25 XN oYy

A

A Ap . 2 Ap ;.
) iyt K, [ Beiw,

A

SE(y) i \XE onfYe

B, _ Z)’iﬁpzl' / 0'22 _ Zy[APZi
n 2 2
SE(R,) 27 DTN

(45¢)  (p,)=

Similarly the t-statistics can be derived from the aggregated estimation (equation (8')):

A ¥ * 2 2 2 2
var( & ao;+(l-a) o;+2a(l-a 0,0
(46a) Var(ﬂ1)= ;)z 1 ( ) 2 : ( )pIZ ¥2
2% 2%

var(e, ) B a’ci+(1-a)’o; +2a(l-a)p,,0,0,

>z A
Z; Z;

(46b) var(;A/ )=

A ¥ * 2 2 )
var( e a‘o; +(l-a) oc;+2a(l-a o,0
(460) Var(ﬂz)z (;): ] ( ) 2 : ( )p]2 Y2
Ey,- Eyi

18



The assumed independence between these three variables makes it possible to analyze them

symmetrically. The proof of biasness is similar to case A for a unique variable z (and the inferring bias

2

. . . . . . O
is a function of a weight « , correlation between shocks p;, and variance rat10—22 ).

0,

Interim Conclusions

The discussion has so far examined the case where in the heterogeneous data generating process of
CPI components, at least one explanatory variable is not a common-factor. One key finding suggests
that the inferring bias regarding the estimated parameters appears when estimating CPI inflation
equation directly. In other words, we tend to make a false inference about them regarding the null
hypothesis despite the fact that the estimated parameters in the CPI inflation equation may be
consistent and identified’. This leads to negative consequences when some important explanatory
variables are unjustifiably dropped from the regression resulting in inaccurate forecasting and

economic analysis.

Key Implication

In real life empirical work one key question is why explanatory variables in a CPI inflation equation
may be insignificant. Is it because some variables are indeed irrelevant, or is it merely due to an error
in the statistical inference such as the one mentioned above? The examination of the effect of
explanatory variables effect on separate components of the CPI could help in this respect, if it is
considered when the effects are estimated using a system of equations. Also, exercising tests such as
stability of the parameters over different samples and consistency with economic theory, could
increase the support for the inclusion of certain explanatory variables that were statistically
irrelevant in the aggregate CPI equation. If these conditions hold, it is likely that the variables are
important in the explanation of inflation and therefore should be included in the regression even

though they are statistically insignificant.

? Because it was assumed that explanatory variables are weakly exogenous and it is therefore appropriate to use the OLS
method.
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Simulation-Based Illustrations

Here, I use numerical simulations to demonstrate the bias-inference problem in estimating CPI
inflation equation identified in the aggregated approach (aforementioned theoretically).
The following process is implemented:

1) The true parameters f,,[,,y are determined (by our assumptions) for each CPI component,

followed by the population of explanatory variables x,z with normal distribution (zero mean and

some variance) and the population of shocks &', &’ (the population of explanatory variables and
shocks include 100,000 observations) are simulated; thereafter the population of the CPI components
Ap,;, Ap, (using equations (2) and (3)) can be created. Eventually, assumption of the value of the

weight for the first component enables simulation of the CPI inflation variable using equation (5).

2) From the population created previously, 100 observations are randomly sampled, thereby
simulating finite samples in reality. Parameters of explanatory variables in equations (2) and (3) are
estimated and their t-statistics in each equation are calculated. This experiment is repeated 1,000
times, enabling the creation of a distribution for the estimated parameters and their t-statistics.

3) Certain parameters are calibrated in order to examine the consequences on the extent of inference

bias (and therefore on the probability for a second order error).

Two diagrams are presented for each of the five examined cases'*: (1) The t-statistic derived from
each experiment; (2) The distribution of the t-statistic over 1,000 experiments. For simplicity, these
diagrams relate to a bias only in unique variable z and not for common factor variables. Moreover,
the five cases differ in their initial assumptions on: the weight of the first CPI component, correlation
between the shocks and the variance ratio.

In the first diagram the following assumptions are made: the weight of the first component is 10

percent, the correlation between the shocks is zero and variance ratio is 1.

1 For clarity reasons, the first diagram shows the results of 100 simulations only, where in the second diagram the
distribution represents the whole 1000 experiments.
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Diagrams 1 to 5

100 independent samples - The t-statistic values for the estimated parameter of unique

variable (z)derived from 1'st component equation (blue line)

and from the CPI inflation equation (red line)

Diagram 1: o,/0,=1, p;; =0, a=0.1

t-statistic 15

10

. 0
Experiment
number

300
frequency

200 -
-2 0

t-statistic 0
-4 2 4 6 8 10 12

21



Diagram 2: 0, /0,=1, p;, =0, a=0.8
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Diagram 3: o,/0,=10, p;, =0, a =0.1
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Diagram4: o,/0,=1, p;; =09, a=0.1
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Diagram 5: o, /0, =1, p;, =-0.8, a =0.8

t-statistic 19

101\

Experiment 0
number

frequency 300
200

100

0

t-statistic

As can be seen in diagram 1, the t-statistic values of the estimated parameter y (derived from CPI

A

equation) are systematically smaller than values of y,(derived from 1'st component equation). When
the weight of component 1 in the CPI is larger (diagram 2) this inferring bias disappears almost
completely. When the variance ratio is bigger (diagram 3), the bias is larger relative to the first case.
A similar result is obtained when the correlation between shocks is bigger (diagram 4). In the case
where the weight(« ) of the first CPI component is significantly large and correlation between
shocks is negative and large — a case considered extremely exceptional - the t-statistic values in the

aggregated CPI equation are larger than in the separated CPI component equation (diagram 5).
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Part B
Aggregated and Disaggregated Monthly Inflation Structural Models

This part presents two monthly inflation structural models, based on Ilek (2006) and making explicit
use of energy prices as an additional important crucial component in the CPI model. Below is a brief
review of Ilek's model''. Each model has five structural equations for the following economic
variables: CPI inflation (under the two approaches); inflation expectations'?; exchange rate; output
gap; and monetary policy (Taylor rule). The two models differ in the representation of the CPI
inflation equation and share the other four equations. In the first, CPI inflation is estimated
aggregatively, and in the second, it is assessed by using estimates of its separate components.
Moreover, the disaggregated inflation model includes equations to capture separate behavior of the
following CPI components: housing, clothing and footwear, energy and CPI excluding housing,
clothing and footwear, energy, fruit and vegetables'” (can be considered also as a proxy for core
inflation measure). The forecast of total CPI inflation in the disaggregated model is then obtained by

the forecast for each component averaged by its weight in the CP index.

Aggregated Inflation Equation (excl. fruit and vegetables)"

dp*-" = seas, + Bydeimp _ 2, + B,Exp12, + (1= B, — B, )(dp{*; " —seas, ;) +

+ Bsvgap 3.+ Psrigap _ 3, + &

deimp =de+dp _imp

where:

dp® -7 _ is the CPI inflation rate (excluding fruit and vegetables)

seas - seasonal factors

de - depreciation of shekel against dollar

11 A detailed description regarding methods of estimation, pass-through channels from monetary policy to inflation and
the equations can be found in Ilek (2006).

'2 There is an explicit modeling of inflation expectations in this model, as opposed to the study of Elkayam and Argov
(2006), where inflation expectations are rational and are solved by the model.

"> The component of fruit and vegetables is excluded from the discussion because of its irregular behavior.

'* All changes are annual.
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dp _imp - the rate of change in import prices (in dollars)
Expl2- inflation expectations for the next 12 months (derived from the capital market)
ygap 3 - output gap (during the last 3 months')

rigap 3 - gap between real interest rate and natural rate (during the last 3 months)

gip-exel_J&veg _ shocks to inflation

The Disaggregated Inflation Model - Separated Equations

1. Inflation excl. fruit and vegetables, housing, energy, clothing and footwear

For simplicity of definition I call the inflation (excl. fruit and vegetables, housing, energy and

excl f&veg housing energy clothing& footwear core )

clothing and footwear) core inflation (dcp =dcp

The specification of core inflation is the same as in the aggregated model:

dep;”™ = seas, + fideimp 2, + B,Expl2, +(1— S, — B, )(dcp,”f —seas,_; )+

+Bsygap _3,_; + Pyrigap _3,_; +eP-"

2. Housing prices
dep"™"8, = seas, + f,de 2, + f,dbaald 2, , + f;ygap 3, , + B,rigap 3, +

excl veg housing diur
+ (1=, )dpx,”; T &

dbaald = dbaal — de

diur _ rate of change in housing prices

dep
seas - seasonal factors

de - depreciation of shekel against dollar

dbaal - rate of change of housing prices derived from a survey of apartments owners (in shekels)'®
dbaald - rate of change of housing prices derived from a survey of apartments owners (in dollars)

vgap 3 - output gap (during the last 3 months)

"*The output gap is calculated using a Hodrick-Prescott filter.
' These prices are published by the Central Bureau of Statistics
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rigap 3 - gap between the real rate and natural rate (during the last 3 months)

dpx @l - ves housing_inflation rate (excluding fruit & vegetables and housing) during the
last 12 months.
g"osing  _ shocks to housing prices

3) Clothing and footwear
dcpcl&footweart = seas, +ﬂ1dehalb_2f +(I— ﬂ] )dpxteic?lif&veg7cl&f00twear + gtcl&footwear

dehalbf =de+ dcpfapp&,beMear

Where:

cl& footwear

dcp - rate of change of clothing and footwear prices

de - depreciation of shekel against dollar

depf '<PPomer _ rate of change of clothing and footwear prices abroad (in dollars)

excl _ f&veg cl& footwear

dpx - inflation rate (excluding fruit &vegetables and clothing &footwear) during

the last 12 months

gelesoomear _ shocks to clothing&footwear prices

4) Energy prices'’
The energy component in the CPI consists of four sub-components: fuel and oils, kerosene and
diesel oil, gas and electricity. Here I model these components as follows.

4.1 Fuel and oils prices18

uel  oils uel oils uel oils
dep,"'="" = B, + By(de,_; +depf, /=" ) + /-
ﬁ] = 2(] _,32)

where:

'7 All the equations of energy prices are estimated using O.L.S. method.

'® As we can see, the price determination of the first three energy components is based on the changes in the exchange
rate and in world prices in the previous month. This structure is not arbitrary, and is based on the manner in which the
Israel Ministry of National Infrastructures sets energy prices (energy prices in Israel are controlled by the government).
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fuel _oils

dcp - the change in the domestic fuel and oils consumer prices

depf "'~ _ the change in foreign fuel and oils prices (in dollars)

de - depreciation of the shekel against dollar

4.2 Kerosene and diesel oil prices:

keros heat oil keros keros
dcp, =a,+a,(de,_;, +dcpf,_; " )+ a;(de,_; +dcpf,_; )+e&

t

where:

ker os

dcp - the change in domestic kerosene and diesel consumer prices
depf "~ _ the change in foreign heat oil prices (in dollars)

depf ¥ - the change in foreign kerosene prices (in dollars)

4.3 Gas prices
depf® =0, + 0,y(de,_, +dcpf 5”11 ) + €5

0,=2(1-6,)
where:
dep®® - the change in domestic gas consumer prices

depf #* - the change in foreign gas prices

4.4 Electricity prices
dep =%+ (de,_, +dcpf 3 )+ 9,(de,_, +dcpf " )+ 3,(de,_, +depf, " ) +

t

+9(de, , +dcpf, " )+ 8, (de, , +depf, " ) +3,(dep 37" ) + O de, , + 50
$=2(1-9,-8,-9,-8-9-39)

where:

dep """ - the change in domestic electricity consumer prices
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depf " - the change in foreign coal prices (in dollars)
depf %~ _ the change in foreign crude oil prices (in dollars)
depf ™ -°" _ the change in foreign fuel oil prices (in dollars)

dep  3%-74v¢ _the changes in CPI (during the last 3 months)

The energy price forecast is therefore constructed by averaging four component forecasts by their

weights in the energy index:

energy _ M fiel deﬁlel*O[ls + M eros dcpkeros + mgas degaSt + Mejecticity dcpelecticity
t

dcp
m energy m energy m energy m energy
where:
Moporay =M fuer T Mygros + Moge + Mopericin, (the weight of energy component in the CP1 is a simple

sum of its sub-components weights)
After the explicit modeling of energy prices in the disaggregated model it is now possible to express

the behavior of CPI inflation based on the equations of its main components:

excl _ f &veg — M hou sin g hou sin g + mCl&fO(’lW@W cp cl& footwear + me’w"g)’

dep; ‘ t
(1000 —m g, ) (1000 =m 4., ) (1000 =m rgye0 )

+m

energy P+

dcp

+m
cl& footwear energy ) d core
P

1000 —m ;g

I (] _ mhousing

where:
1000- sum of weights of all the component in CPI

M ;4,00 - Weight of fruit and vegetables in CP1
Miousing - Weight of housing in CPI

M1 foorwear - WEIEHt Of clothing & footwear in CPI

m - weight of energy in CPI

energy
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The two models presented above have another four common equations for other endogenous
variables. Importantly, the monthly model is designed to assure that inflation converges to its
target19 in the long run by implementing a monetary policy based on an interest rate path
aimed at meeting the inflation target. The following are the four additional equations closing the

models.

Inflation Expectations Equation

Expl2, = B,Expl2, |+ B,deimp, + Bsygap, +(1— B, — B, )dpfx’f&veg + 5zexp12

Where:

Expl2 - inflation expectations for the next 12 months (derived from capital market)
deimp - depreciation of shekel against dollar and import prices

ygap - output gap

dp®™-/%¢ _ CPI inflation rate (excluding .f&v)

exp 12
t

€ - shocks to inflation expectations

Taylor Rule

i, = By(r]' +dpt+ By(Expl2,_; —dpt)+ Bsygap _3,_;)+(1—-p; )i,_; +

+B,(i —1, )+ ¢

Where:

i - nominal central bank policy rate

r" - natural real interest rate’®

dpt - inflation target

vgap 3 - output gap (during the last 3 months)

Expl2 - inflation expectations (for the next 12 months)

&™ - shocks of monetary policy

' Through imposing restriction in each equation of the four CPI components.
20 We adopt the approach proposed by Beenstock and Ilek (2005) to present the real natural rate by forward rate derived
from indexed bonds traded in the capital market.
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Exchange Rate Equation21

1- idolar, —ima, + prem
de, = A de,;, + : P :

B B

. . de
—(idolar,_; —i,_; + prem,_; ) + &,

Where:
de -the change in the rate of depreciation of shekel against dollar ( de,, ; ,,-expected)

idolar -foreign interest rate (Libid)

prem - the premium required on domestic assets

&% - shocks to exchange rate

Output Gap Equation

ygap, = f,ygap,.;,, + Prygap, ; + Psregap _ 3, + Prigap _ 3, + Bsygapf 3, ; + &7

Where:

ygap - output gap

regap 3 - gap between the real exchange rate and the potential (during the last 3 months)
rigap _3- gap between real interest rate and natural rate (during the next 3 months)

ygapf 3 - output gap in the world (during the last 3 months)

&% - shocks to output gap

I See Ilek (2006) for further information on how to develop this equation.
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Part C: Goodness of Fit of the Aggregated and Disaggregated Models

This part examines the goodness of fit within the two version of the monthly model. I follow two
approaches: (1) which is based on dynamic and static simulations of the inflation equation — an
approach commonly used by many researchers; (2) which is based on stochastic simulation of the

whole model*- relatively new in the literature.

1) Dynamic and static simulations of inflation equation
I calculate the sum of squared residuals from inflation equation in each model (SSE = ie( k )I.Z )23
i=1

derived from out of sample estimation (see Stock and Watson (1999)). In static simulation, all the
explanatory variables including the lags of inflation are predetermined. In the dynamic simulation,
however, inflation in the previous period is not predetermined, and is solved by the model. Table 1
presents numeric results of SSE criterion derived from static and dynamic simulations of aggregated
and disaggregated models. This criterion enables us to compare between the two models in each
period of time. In addition, in order to compare not only between models but also between periods in
each model, I added (in brackets) the mean of the sum of squared residuals (actually normalizing the
SSE by the number of observations in each period). Table 1 is a combination of static and dynamic
simulations. The static simulation is represented by outcomes for the one month horizon and the
dynamic simulation refers to the outcomes for longer periods of up to four months. The latter takes
into account inflation solved in the model rather than actual inflation considered in the static case.
Table 1 presents simulation results of the two models and diagrams 6-7 illustrate the forecasting

residuals (of the change in CPI) for one month and four months ahead, accordingly.

*? Detailed explanation on these two approaches is given below.
3 The sign k indicates the residuals from the inflation equation of model & .
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Table 1 — Goodness of fit within aggregated and disaggregated models
Static and Dynamic simulation, 2003:01-2006:09

Forecast Aggregated Disaggregated Simulation period
Horizon
. 619.0 312.0
(14.1) (11.6)
) 656.0 518.5
(14.9) L8y 2003:01-2006:09
7123 341.0
I (16.2) (12.3)
713.1 4.7
4 (16.2) (12.4)
) 558.4 472.1
(15.5) (13.1)
, 556.7 4703
(15.5) 13D 2003:01-2005:12
; 503.5 444.7
(14.0) (12.4)
502.3 447.7
4 (14.0) (12.4)
1 370.9 362.4
(11.6) (11.3)
, 416.7 3754
(13.0) L7 2004:01-2006:09
525.7 444.9
3 (16.4) (13.9)
) 521.7 4374
(16.3) (13.7)
1576 248.6
1 9.4) (12.4)
; 232.2 224.1
(11.6) .2 2005:01-2006:09
339.1 291.3
3 (17.0) (14.6)
) 323.2 297.1
(16.2) (14.9)

The numbers present the calculated Sum Squared Errors

The numbers in brackets are the mean of SSE in each period
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Diagram 6 - Forecasting Errors(one month ahead) from Static Simulation- Based on Aggregated
and Disaggregated Models, 2003:01-2006:09

percent

period

‘ Oerrors_aggregated M errors_disaggregated

Diagram 7 - Forecasting Errors (four months ahead) from Dynamic Simulation- Based on Aggregated
and Disaggregated Models, 2003:01-2006:09

percent

period

‘D errors_aggregated Merrors_disaggregated ‘

Table 1 shows the superiority of the disaggregated model for almost all horizons, particularly during
the entire period and in most of its sub-periods. It should be noted that the aggregated model
performed slightly better during the last sub-sample (from 2005:01 up to 2006:09)**. In sum, based

2 Although in the economic literature there is a formal test that examines whether the difference between the MSE
derived from different models are statistically significant (see Diebold and Mariano (1995), Harvey, Leybourne,
Newbold [1997]), in this paper I do not use this test because: (1) by dividing the whole simulation period into sub-
samples I indeed implicitly test the "significance" in priority of each model, that is I test the consistency of the SSE
results over different samples; (2) this formal test is inaccurate in short samples.
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on the results from dynamic and static simulation we obtain strong evidence in favor of
disaggregated model for forecasting CPI inflation.

2) Goodness of fit based on stochastic simulation of the whole model

The sample performance comparison conducted above has two main drawbacks: (1) Because
inflation and variables affecting the inflation are determined simultaneously, in sample forecasting
must be limited to the very short run (1-3 months) only, where most explanatory variables can be
known at the time of the forecast, while for a longer period (medium run - up to 12 months and long
run - more than 12 months) forecasting is impossible. (2) The inclusion of certain forward looking
variables in the models requires that their path be dependent on shocks which are explicitly ignored
in the solution of the simple dynamic simulation of the whole model presented above. The stochastic
simulation method performed by Smets and Wouters (2003), and Rotemberg and Woodford (1998),
which simulate reality may be useful in dealing with these problems. Shocks are simulated, for every
period, to every equation in the model (equations describing endogenous and exogenous variables)™.
In the second stage, I extract the theoretical moments (from the asymptotic sample) for each of the
two models and compare them to the sample based moments™®. Obviously it is likely that the
theoretical and sample based moments will not be identical, because actual moments were derived
from a small and random sample of 100 observations (1998:01 2006:07). But a more important

question is whether the sample based moments are not significantly distant from the theoretical

moments. That is, are they inside the confidence interval? If the answer is positive, there is a strong

indication that the structural model can be used for analysis and forecasting.

Figures 1 and 2 present the simulation results for the aggregated and the disaggregated models. The
figures show sample based moments, the confidence interval and the median of theoretical moments
of the following main variables in the models: CPI inflation (excl. fruit and vegetables) seasonally
adjusted, inflation expectations, the rate of depreciation of the shekel against dollar, and the
monetary interest rate. On the diagonal, the autoregressive correlations (up to 5 lags) are presented,

and outside the diagonal the cross correlation (up to 5 lags) is shown. For illustration: dp & de(—t)

presents the contemporaneous correlation, in lag 1, 2 until 5 between the CPI inflation and the rate of

depreciation.

% The shocks to each equation are random and independent. The distribution of these shocks assumes zero mean and
some variance. The variance is calculated from the residuals derived from each equation that was estimated in the sample
mentioned. The residuals of exogenous variables derived from autoregressive equations.

*® These simulations were made in MATLAB.
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It can be easily seen that in the aggregated model the sample-based moments are outside the
confidence interval for the rate of depreciation and for inflation expectations (during the 1-3 first
periods), while in the disaggregated model, they are inside. Moreover, impressively dp & de(—t) and
dp & dp(—t) correlations are near the median of the confidence interval. Looking at other results we
can see that the moments derived from the disaggregated model are superior to those calculated in
the aggregated model: correlations between the monetary interest and inflation and the rate of
depreciation (i &de(—t),i &dp(—t)) have better fit. In sum, the disaggregated model produces
much convincing results based on stochastic simulations thus increasing the dominance of the

disaggregated model over the aggregated one.

Actual and Theoretical Moments within the Aggregated and Disaggregated
Models

fig (1) - Observed Cross Corr vs. Confidence Intervals -Aggregated Model
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fig (2)- Observed Cross Corr vs. Confidence Intervals-Disaggregated Model
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Part D
The Expected Loss Function of Monetary Policy under Incomplete Information

in the Aggregated and Disaggregated Models

This part discusses the implications of incomplete information for the management of monetary
policy. In the real world there are many important economic variables crucial for the successful
implementation of monetary policy. Some of them are unobservable (for example the natural real
interest rate, the potential output, the natural rate of unemployment, the risk premium required on
domestic assets, etc.) and therefore should be estimated by different methods. Assuming that the
central bank set its interest rate using the Taylor rule (see Taylor [1993]), which includes, inter alia,
the natural interest rate and the output gap. Erroneous assessment of these two unobserved variables
could cause a significant bias in monetary policy. As a result, inflation could deviate from its target
for long period of time and thereby cause loss to the economy and eventually impair the credibility
of monetary policy.

Each version of the model built by researchers in many central banks reflects the eventually
presumed structure of the economy. Since many models exist, the same number of possible
structures of the economy which they present might all prove to be wrong or at least one could
resemble reality in a reasonable manner. Accordingly, the drawing of conclusions about the
consequences of shocks in the economy, under complete and incomplete information, examination
of loss function of central bank etc. will remain theoretical and conditioned on the presumed model.
Beyond the difference in inflation specification in aggregated and disaggregated models, they
eventually represent two different economies®’. We therefore cannot conclude unequivocally that
monetary policy will be more efficient if it is managed by taking into account the inflation process
and other variables in a disaggregated approach. In order to extract operative benefits from this
analysis one should first of all be persuaded that the analyzed model captures the relevant
characteristics of the economy to a reasonable extent. Based on this description I make the two
following tests: in the first one, I measure the loss of monetary policy within the two versions of

models under inaccurate assessments of crucial unobservable economic variables. In the second

7 As reflected by the difference in their endogenous variables responses (IRF) to shocks in the economy. Not only would
the CPI inflation process react differently, but the other endogenous variables would also differ in their responses
because of direct and indirect effects, resulting from different inflation specification in aggregated and disaggregated
models.
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case, | examine the expected loss for monetary policy, when in addition to wrong assessment of
economic variables, monetary policy also misidentifies the true structure of the economy. For these
purposes I examine in the first case the two unobserved variables - the real natural interest rate and
the exchange rate risk premium. In the second case, I assume that monetary policy inaccurately
identifies the inflation process in the economy. Eventually, what can we learn from this analysis and
how we can benefit from it for real use of these models depends primarily on previous analyses of
the goodness of fit of the two models presented.

The loss function of the monetary policy is determined as follows™:
D [(dpx—dpt)’ +B,ygap® + B,4i° |
Where S, =0.25, p, =5
and dpxis a CPI inflation rate during the last 12 months, dp¢ is the inflation target (2 percent),
ygap is the output gap and A4i changes in the monetary interest rate.
The implicit assumption is that monetary policy prescribes a flexible inflation targeting regime and

is also concerned with financial stability. (This structure of loss function is consistent with the

specification of the Taylor rule shown above).

1. Consequences of the inaccurate assessment of the natural rate of interest

Assuming that a shock in the natural interest rate occurred and that its magnitude is a common
knowledge (for central bank, households, private sector etc.). However, the central bank mistakenly
perceives this shock as permanent. In other words, the central bank mistakenly perceives the D.G.P.

of natural rate as:

rn

n __ _.n
D) r"=r"+¢

whereas the true process is :
n n rn
2)r" =P+ pirl + g

Fo

B0 =2

Assuming that £, = 0.3, 3, = 0.9, so in the long run the natural rate converges to 3 percent.

28 Although the parameter values in the loss function cannot be observed, a reasonable assumption regarding monetary
policy management in Israel can help in determining their values; see Argov (2005) for more detail.
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Table 2 presents the monetary policy loss resulting from a 1 percent shock to the natural real rate
level with its interpretation is shown below.

(2) Consequences of the inaccurate assessment of the exchange-rate risk premium

Let us assume that the shock in exchange-rate risk premium occurred and that its magnitude is
common knowledge (for the central bank, households, the private sector etc.). However, the central
bank mistakenly perceives this shock as permanent. To examine the expected loss incurred by
monetary policy as a result of this mistaken assessment of the risk premium, it is important to
distinguish between the true risk premium and the wrong one as conceived by monetary policy.
Below I construct a Taylor rule version that allows the interest rate to change with fluctuations in the
risk premium trough in the exchange rate. This version includes the lag and expected change in the

exchange rate in the next period, in addition to the other variables as follows:

3) iy=a;[1 +dpt+ a,(Expl2—dpt),_; + a;Exp,(de, )+ a,de,_; + asygap3, ;] +

+(]—(Z1)lt_1 +a4(lt_] _l[—2)+gt

Let us assume that the parameters a; = 0,2 o, = 0.1%

As before, the exchange rate equation is constructed in the following manner:

idolar, —ima, + prem,

B

4) de, = %dem + —(idolar,_; —i,_, + prem,_; )

Let us now assume that the true D.G.P. of the premium is:

5) prem, = f, + B, prem,, +¢,
By
1_131

Assume that g, =0.05, B, = 0.9, so that in the long-run the risk premium converges to 0.5

E(prem) =

30
percent™.

** The value of these parameters is supported by the empirical estimation of the Taylor rule in Israel.
30 These parameters were obtained from estimation equation (5) based on the premium derived from shekel-dollar
options (see Pumpeshko and Hecht [2005]).
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Let us also assume that the central bank mistakenly perceives the stochastic behavior of the premium

in the following manner (random walk):

6) prem e’ = prem e i1 +e,

The central bank therefore bases its monetary policy on exchange rate behavior (equation (7) that
includes an inaccurate premium ( prem e ). Equations (4) and (7) are identical, except for the
difference in the premium process.

. . *
idolar, —i, + prem e .

B

7) de’: = de’ 1 + —(idolar,_; —i,_; + prem _er)

Discussion on Results Presented in Table 2

Table 2 presents the loss to the economy as the result of shocks to the natural real interest rate and
the risk premium. Columns 2 and 3 present the value of the expected loss function in the aggregated
and disaggregated models respectively. In order to identify the negative contribution to the loss
incurred by monetary policy that stems from incomplete information about these two economic

variables, a "natural" loss function for each model with complete information is calculated. This

"natural" loss depends on presumptions of the economic structure reflected in the model and is
presented in the first line of the table (L™ ). In the next step I calculate the value of the loss
function where monetary policy is mistaken in its assessment of the process of these two variables,
which is presented in the second line (Z**¢). Eventually, in order to derive the contribution to the
loss function as a result of incomplete information, I subtract the value of the "natural" loss from the
"mistaken assessment" loss ( L/*¢ — ! ) |

Results Interpretations: One can see that the loss to the economy is, not surprisingly, higher when
monetary policy is mistaken in its assessments with respect to both the natural rate and the risk
premium. In addition, the negative contribution to the loss function is significantly lower in the

disaggregated model. Therefore, if the structure of the Israeli economy were to be described by the

disageregated model, rather than by the ageregated model, the loss to society in the incomplete
121

information world would have been much smaller. This advantage of the disaggregated mode

31 We saw that disaggregated model emulates the real development of inflation and other economic variables far more
effectively than the aggregated model.
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comes in addition to its advantage mentioned in the previous chapter where it was far superior to the
aggregated model with respect to the goodness of the fit. This provides support for the theory that
the economy would benefit more if monetary policy were to be managed by means of the

disaggregated approach.

Table 2 - Monetary Policy Expected Loss Resulting from a Mistaken Assessment of
Unobserved Variables (natural interest rate and premium) in the Economy in the Aggregated
and

Disaggregated Models™

Aggregated model Disaggregated model Unobserved variable
Lnatural =331 Lnatuml =296 Natural interest rate (rn)
L =20.33 L™ =14.52
AL=17.02 AL =11.57
pratral _ ) 46 [ratral _ g o7 Risk premium ( prem _e)
AL =1.25 AL =0.50

I now examine the case where the central bank’s mistaken assessment relates to the true structure of
the inflation process in the economy. In other words, a mistaken assessment is made that CPI
inflation is described by an aggregated model, when the true structure is a disaggregated one. In the
alternative case I consider the opposite situation where the aggregated model is true. I calculate the
loss function in these two alternatives within three structural shocks: shocks to monetary policy, the
exchange rate and the output gap. Because inflation and other endogenous variables are influenced
by the true inflation process, misidentifying the inflation process results in a higher loss function
because it affects projected paths of endogenous variables in the model, in addition to the
deterioration in future inflation developments. Monetary policy attributes its actions to an
inappropriate model whereas the changes in the monetary interest rate impact "true" economic

variables (inflation, output gap, exchange rate etc.).

32 The smaller loss of monetary policy revealed in the disaggregated model was robust in the face of different choices of
parameters in the above mentioned loss function.
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Discussion on Results Presented in Table 3:

Table 3 presents the value of the loss function when monetary policy misidentifies the true structure
of the inflation process in the economy. In the first case, the aggregated process of inflation is
considered true and in the second case the disaggregated process is considered true. I calculate the
loss function under three different shocks: monetary interest rate, exchange rate and output gap. As
in table 2 above, I first calculate the "natural" loss with complete information (line 1 for each model)
and then calculate loss when the central bank misidentifies the true structure of the inflation process
(the second line). The difference between these two calculations represents the negative contribution
of mistaken assessments to the central bank’s loss function.

Results Interpretations: Table 3 reveals that the contribution to the central bank loss is smaller if
the true model is disaggregated for all three shocks, with the most significant contribution attributed
to monetary shocks in these two models. There is no significant difference in contribution between
the models and they are relatively small when shocks occur in the exchange rate or in the output gap.
Although these findings cannot tell "which model is better", they further support to the argument that
if the "true" model were to be the disaggregated model, the loss function associated with
misunderstanding the structured inflation process in the economy will be smaller in comparison to

the aggregated case.

Table 3- Expected Monetary Policy Loss Resulting from Mistaken Assessment of the "True"

Inflationary Structure of the Economy

Aggregated model is true Disaggregated model is true The type of structural shock
(disaggregated model is false) (aggregated model is false)
[rawral _ 17 43 [rawral _ 13 16 Shock of 1 percent to
Lfase _ 25 98 L/ — 19 03 monetary interest rate (ima)
AL = 8.56 AL =5.87
Jrawral _ g 6o [ramral _ 1 75 Shock of 10 percent to
L/se — 453 Lfse — 4 38 exchange rate (de)
AL =291 AL =2.63
[raral _ o 79 [ramral _ o 67 Shock of 1 percent to output
1fse .84 L/4se — 0,71 gap (ygap)
AL =0.05 AL =0.04
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Part E - Main conclusions:

This paper includes two main parts: in the first part, the existence of a bias regarding the possible
relevance of explanatory variables in the CPI inflation estimated aggregately is introduced and
explored. It was found that under certain reasonable conditions we tend to accept the null hypothesis
of explanatory variables when estimating CPI inflation, directly leading to their exclusion from the
regression. It is therefore important to be cautious about interpreting statistical t-tests regarding the
parameters of explanatory variables in CPI inflation equation and rather emphasize the judgment of
their relevance in explanatory inflation on the basis of two main criteria: consistency of these
parameters with economic theory and their stability over different samples. However, the relevance
of certain economic variables in explaining the development of the CPI should be based on an
examination of the causal effect of these variables on individual CPI components, through
disaggregated estimation.

The second part of this paper presents two alternative approaches for modeling the inflation structure
of the economy. Under the first method, inflation forecasting is performed directly using an
aggregated inflation equation. Under the alternative approach, the forecast of CPI inflation is made
by aggregation of forecasts from separated CPI components. These two different specifications of
inflation processes are included in a monthly structural model, where the monetary interest rate
(consistent with the inflation target) and other key economic variables are determined
simultaneously with inflation. I found that the disaggregated model performs much better than the
aggregated model for CPI inflation forecasting purposes. Moreover, disaggregation of the CPI makes
it possible to identify more accurately the sources and features of inflation pressures in the economy,
thereby improving the efficiency of monetary response.

I also examined in this paper the consequences of the mistaken assessment of certain unobserved
economic variables (such as the natural interest rate and the risk premium) and the misidentification
of the true inflation structure with respect to the loss function of monetary policy. It appears that
under incomplete information, if the economy is better described by the disaggregated model, then
the loss to the economy is smaller. Moreover, if the central bank mistakenly perceives the
aggregative structure of inflation process while the disaggregated process is the true process, then
the loss to monetary policy is also smaller relative to the opposite case when the true process is the

aggregated process.
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Overall, combining these outcomes together with the goodness of the fit result (from part C),
provides strong evidence for favoring the use of the disaggregated model introduced in this paper, in

order to manage monetary policy, especially in the short and medium run.
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